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A session entitled “State Licensure and Legislative Issues” is a perennial event on the ASCLS Annual Meeting agenda. It always draws impressive attendance as various state societies share their experiences in learning about the licensure process, building coalitions with other laboratorians, drafting bill language, finding their way through the state legislature, and responding to those who oppose licensure.

This year’s panel of speakers focused mainly on sources of opposition that have been encountered by various state licensure committees, and strategies for responding to that opposition. There was a short introductory portion on licensure basics that can be found in more detail on the ASCLS Web page.

Clinical laboratory science practitioners are licensed in eleven states and Puerto Rico. According to information gathered by the ASCLS Government Affairs Committee, approximately twenty other states are in some phase of licensure activity, from preliminary discussions on through having bills submitted in their state legislatures. Many laboratorians feel passionately about the advantages of licensure to the patients they serve and to themselves as professionals:

• Protect the public health and safety; assure quality of laboratory services,
• Create a mechanism to identify, locate, and mobilize practitioners in the event of a bioterrorism or other public safety threat, and
• Protect the scope of practice of laboratory professionals.

Opposition to proposed state licensure laws has historically come from pathology professional organizations, from state hospital associations, and sometimes from other organizations representing laboratorians, such as the American Association of Bioanalysts (AAB).

However, the American Society for Clinical Pathology (ASCP) believes that states should license laboratory personnel. Licensure legislation would ensure that laboratory personnel possess appropriate academic and clinical training, pass competency-based examinations conducted by an approved national certifying organization, and participate in continuing education programs.

Although the regulations of the Clinical Laboratory Improvement Amendments of 1988 (CLIA ’88) have some standards for academic and clinical training, these are considered the minimum level by many in the laboratory profession. CLIA is silent on certification examinations and does not have specific requirements for continuing education.

In preparation for developing its new policy statement paper, ASCP surveyed its members about their opinions on licensure with interesting results:

“Over 68,000 ASCP members, including 7,766 pathologists, were asked to participate in an Internet-based survey. More than 10,000 members, including 544 pathologists, completed the survey. The response rate among the overall membership was 15 percent and slightly more than 7 percent for pathologists. To our knowledge, it is the most comprehensive and detailed survey on the issue of laboratory personnel licensure.

Support for licensure was clear and unequivocal; approximately 72 percent of all respondents indicated support while only 18 percent indicated opposition (10 percent expressed no opinion). The ratio of support to opposition was approximately 4:1. Support for licensure among pathologists was more than 2:1; 62 percent supported licensure while 26 percent were opposed (12 percent expressed no opinion).”

In contrast, CAP has testified in opposition to the licensure bill introduced in Massachusetts and its position is also held by the Illinois Society of Pathology, which opposes the proposed bill in Illinois. Their positions have been set forth on their Web site:

• No established link between state licensure of clinical laboratory personnel and discernable improvements in laboratory quality.
• Personnel qualifications are arbitrary, excessively stringent, and not commensurate with the demands of the positions for which licensure is contemplated.
• Licensure would substantially limit entry into the clinical laboratory workforce and exacerbate personnel shortages.
• Legislation would limit the authority of pathologists to select, assign, and qualify personnel.
• Changes in technology require less expertise.

There are data from the federal agency, the Health Resources and Services Administration (HRSA), that show no significant difference between licensure and non-licensure states in shortages of personnel, and also no significant differences in salaries. The CLIA program has published numerous reports linking failures in quality to untrained personnel. ASCLS emphatically disagrees with the statements that personnel qualifications are excessive and that changes in technology require less expertise. New complex laboratory tests are constantly being introduced. We also believe that, in actual practice, selecting and assigning personnel is the province of the laboratory manager and not the pathologist.

State hospital associations oppose licensure because of personnel shortages and because they fear it will increase salaries. There are no data to confirm either of these fears. The concerns raised by AAB include opposition to the baccalaureate degree as the requirement for career entry for a clinical laboratory scientist, and fears that some people currently working in these roles would lose their jobs. All licensure bills that have been introduced include a ‘grandfather’ provision to ensure that no current practitioner would lose their job. They do set standards going forward from the time of implementation.

Licensure efforts take a number of years and are not easy. We are in this for the long haul—if we don’t convey the value of the laboratory and our visions for excellence and safety in our very important part of patient care, no one will do it. Will you commit to lending your voice and your energy when called upon? Will you spread the word among your colleagues and help them to become committed as well?
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Transitions

Some decisions are not all that difficult. After a full and complex life at the University of Iowa, Marian and Ivan Schwabbauer have decided to retire. While at first glance that doesn’t seem to impinge upon your life, a second glance at the masthead of Clinical Laboratory Science will bring a mixed reality home. The Schwabbauers have served first as Editor-in-Chief and then, most recently, as the Editorial Office. From improving turn around time to modernizing the process and making it electronically based, they have brought the journal process into the twenty-first century with style and graciousness. Often a person’s effect on others is not known. So, here are just a few of the people they have helped and taught to be better editors, better reviewers, and better writers. Susan Leclair, Bunny Rodak, Kathy Doig, George Fritsma, Carol McCoy, Cheryl Caskey, and all of the guest editors. The list runs into the hundreds.

They have agreed to help the new editorial office staff adjust to their new responsibilities with the next issue of the journal and will be enjoying their new life by the end of this calendar year. While the editors are pleased that the Schwabbauers will be able to travel and enjoy their lives, we are intimately aware of our loss. Thank you Marian and Ivan for more than you know.

Susan Leclair, Clin Lab Sci Editor-in-chief

As William Bridges points out in his seminal book on transitions, there must be an ending before there can be a new beginning. It is with a bittersweet mixture of sadness and anticipation that we have decided to completely retire as of this issue of Clinical Laboratory Science. Not only is this the last issue of Volume 18, it is our last issue as the Editorial Office. During the nine plus years that we have been responsible for Clinical Laboratory Science, we were privileged to have the opportunity to work with many dedicated and talented authors, reviewers, and editors. For the most part, those years have been very rewarding, and ‘Big Fun’. However, we are looking forward to having more time to spend with our family, more freedom to travel, and more energy to devote to our hobbies and volunteer activities, also rewarding and ‘Big Fun’.

Margaret LeMay will assume Clinical Laboratory Science Editorial Office functions beginning with the first issue of Volume 19. We confident that Clinical Laboratory Science will continue to advance under Ms LeMay’s capable guidance. We have already begun working with Ms LeMay to ensure a seamless transition. We trust that you will give her the same support and encouragement that you gave us when we took over the editorial office duties.

We wish Clinical Laboratory Science and its readers all the best in the future. It’s been fun!

Ivan and Marian Schwabbauer
Clinical Laboratory Science Editorial Office

LETTER TO THE EDITOR

Future Career Paths—
Is it Time to Phase Out AS-CLT Programs?

HEIDI A MANNION

In reviewing Dr Kathy Doig’s editorial, “The Case for the Professional Doctorate in Clinical Laboratory Science (DCLS)”, I agree with her statement that there is a high degree of overlap between the entry-level positions of a clinical laboratory technician (CLT) and a clinical laboratory scientist (CLS) in some facilities which may lead to dissatisfaction and a higher attrition for both. I also agree that the current career paths need to be revised. However, requiring a master’s degree (MS) for entry-level or a clinical doctorate (DCLS) is not the solution to the problem. I do not believe there is a market for the DCLS. In addition to the clinical pathologists who are already providing consultations, recent advances in information technology allow physicians and other healthcare professionals access to information on ordering and interpreting laboratory tests.

It is time to consider phasing out the CLT. The addition of new content makes it difficult to adequately cover the required material in the 60 credits necessary for an associate degree. A bachelor’s degree should be mandatory for entry-level positions, with phlebotomists and clinical assistants (CA) performing blood collection, waived testing, and appropriate tests at the clinical assistant level, according to standard operating procedures. In order to accommodate new content BS-CLS curricula need to be revised to eliminate coursework that is no longer necessary due to automation and other advances in laboratory science. CLT programs could be converted to either BS-CLS or Clinical Assistant Programs and certifying agencies could revise the CLT/MLT examinations and utilize them for certifying clinical assistants.

In addition to phasing out the CLT, we should consider eliminating the specialist certifications. With the exception of the SBB most specialist certifications are not recognized outside of the clinical laboratory, however an MS or PhD would receive the appropriate recognition. Clinical laboratory scientists who want to become a specialist in clinical practice, teach, or conduct research in a specific area would receive more recognition if they completed an MS, and in some cases a PhD, in the subject area. In the career paths depicted in Figure 1, the master’s degree would be in clinical laboratory science with multiple tracks. The same core subjects including research and design, statistical analysis, bioethics, management, and education (15 credits) would be required for all tracks. In addition to the core subjects, courses specific to the track would be required for the degree. Offering the MS-CLS by distance delivery would allow generalists the opportunity to specialize in their area of interest while remaining in the workforce and would reduce the number of faculty needed if only a limited number of colleges offered the program.

Heidi A Mannion MS MT(ASCP), Associate Professor/ Program Director MLT and MT Programs, University of Alaska Anchorage, Medical Laboratory Technology Department AHS 172, 3211 Providence Drive, Anchorage, AK 99508. (907) 786-6924, (907) 786-6938 (fax). afham@uaa.alaska.edu
I found the two articles concerning doctorate level clinical laboratory scientists (CLS) (Doig K, The Case for the Clinical Doctorate in Laboratory Science, Clinical Laboratory Science 2005;18(3):132-6, and Fritsma GA, A Professional Doctorate in Clinical Laboratory Science?—Not so Fast, Clinical Laboratory Science 2005;18(3):137-8), interesting and at the same time troublesome. The pros and cons of doctoral degrees in clinical laboratory science has been the subject of debate for the better part of the past 20 years.

This debate is akin to the chicken vs. the egg argument—which came first? Do we create doctoral CLSs (DCLSs) and have them go forth to find a purpose within the healthcare team or do we establish a purpose and then create DCLSs to fill the void? At this time we seem to have a potential product without a market.

The comparison between the role of the DCLS and the role of the PharmD is weak at best. The PharmD directly interacts with the clinician, nurse, laboratory, and patient in finding the right drug or combination of drugs to achieve a particular outcome. This is more than a consultative role. They are engaged in direct patient care.

The DCLS, as described, is a purely consultative role with the clinician, advising on the best test to order or providing interpretive information pertaining to the test results. Is this not the role of the clinical pathologist? In fact, I believe it is, but unfortunately it is not done well or consistently in many facilities which has been the subject of a number of CAP TODAY editorials.

I find little, if any, economic justification for the DCLS. In today's healthcare market of rising costs and decreasing reimbursements, there is little support for hiring costly personnel to provide non-billable services whose value has not been established. The value of the DCLS and the service provided must be determined by the user, who, to my knowledge, has shown little interest in using consultative services currently provided by the clinical pathologist.

The idea of a DCLS is a creation of the laboratory industry not the customer/physician. Physicians order many tests from the laboratory but rarely invite laboratory personnel/pathologists to assist them in their diagnostic decision making. This may not be ideal but it is reality, therefore what makes any of us think that having a DCLS on the staff will make any difference?

I firmly believe the laboratory industry should be focusing its efforts toward increasing the market value of the CLSs in their role on the healthcare team. Overall the CLS’s compensation has fallen well behind other professionals in healthcare. Personnel shortages are related to low salaries which encourage college students to look elsewhere for careers and newly graduated CLSs to look outside of patient care facilities such as industrial laboratories, marketing, etc. for greater rewards. The proliferation of degrees and certifications in the past 20+ years has not improved the compensation of laboratory professionals.

To make up for staffing shortages, clinical laboratories have installed significant levels of automation in the largest to the smallest facilities and consolidated with other laboratories or outsourced their work to commercial reference laboratories. This further depresses salaries; in some laboratories it reduces the need for CLS skill level practitioners, and discourages entry into the field. Can hospitals provide safe, quality healthcare without a professionally staffed clinical laboratory? If the answer is no, then it is high time to make the healthcare industry aware of the value of the CLS and what it will mean to patient care if these dedicated individuals are too few to provide the services necessary.

We are on the threshold of another explosion in testing methods and systems that will move from research and specialty laboratories to routine testing in the clinical laboratory. This testing will be more complex and initially less automated than current test methods. We will see even greater emphasis on faster turn around times to replace or supplement current processes such as culturing and batch testing. We will need skilled practitioners to manage, perform, and interpret the results of these new processes.

ASCLS, CLMA, etc. should be consumed with reversing today’s downward spiral in which CLS practitioners find themselves and not spend time creating (or debating) a product (DCLS) for which there is no market.

Ellis M Frohman MA MT(ASCP)SBB CLS(NCA), Director, Department of Laboratories, Barnes-Jewish Hospital, One Barnes Hospital Plaza, MailStop: 90-28-361, St Louis, MO 63110. (314) 362-1786,(314) 362-2097 (fax) emf2222@bjc.org
OBJECTIVE: This study was designed to investigate potential areas of practice for the clinical laboratory scientist (CLS) and to propose a graduate curriculum to prepare the practitioner for an advanced level of practice.

DESIGN: Meta-analysis of PharmD, physician assistant, physical therapy, and nurse practitioner curricula focusing on academic and clinical advanced practice was used to develop an educational model and curriculum for a professional doctorate in clinical laboratory science (CLS).

MAIN OUTCOME MEASURE: 1) New educational model for CLS advanced practice; 2) A proposed curriculum for a Doctorate of Clinical Laboratory Science degree.

RESULTS: A new curriculum model was adapted from established healthcare educational models.

CONCLUSION: Although there is a need for a baccalaureate degree in CLS there is also a role for expanded education and responsibilities for CLS practitioners. The CLS Advanced Practitioner design focuses on moving students from the baccalaureate level to the doctoral level and prepares the individual to become an integral part of the healthcare team.

ABBREVIATIONS: CLP = clinical laboratory practitioner; CLS = clinical laboratory science/scientist; IOM = Institute of Medicine; PharmD = Doctor of Pharmacy.

INDEX TERMS: advanced practice; clinical laboratory science; curriculum; laboratory personnel; professional doctorate.

At this time, a BS degree is the entry-level for the CLS. However, educators have gained interest in pursuing development of a graduate curriculum for those students who wish to advance their scope of practice.\textsuperscript{1,2} It is the intent of the authors to provide evidence that the development of an expanded role for the CLS could provide economic benefits to healthcare and promote patient safety. Clinical laboratory services provide approximately 60\% to 70\% of the objective information used in clinical decision-making.\textsuperscript{3} In 1999, the Institute of Medicine (IOM) reported that an estimated 98,000 Americans die each year from preventable errors.\textsuperscript{4} Although the report does not focus on laboratory errors as a major problem, it would appear that any efforts to promote patient safety would be advantageous. The American Society for Clinical Laboratory Science (ASCLS) supports IOM’s recommendation of healthcare professional collaboration and promotion of effective team functioning to raise awareness in preventing laboratory errors.\textsuperscript{4,5} Through an interdisciplinary team approach, the clinical laboratory practitioner (CLP) would positively impact patient outcomes and provide cost savings to the healthcare system by providing valuable and reliable clinical based knowledge regarding laboratory testing that fosters accurate and timely diagnoses. This further supports the IOM’s report that recommended improved access to accurate and timely information as a way to prevent errors and improve patient safety.\textsuperscript{4} The advanced practice CLP may increase efficiency, facilitate patient management outcomes, and improve access to accurate laboratory information by participating in patient care activities. CLSs have extensive knowledge regarding laboratory tests and data and, with advanced training, may help clinicians choose appropriate laboratory studies based on the physiological clinical situation while maximizing clinical benefits and reducing the number of negative outcomes. The impact of positive and cost-effective benefits will need to be established through outcomes research data to determine the best role for the CLP in disease management.
Some allied health programs, including physical therapy and occupational therapy, now require a master’s prepared entry-level. Audiology is transitioning toward a doctorate level of entry for practice. Pharmacists now require a PharmD degree as entry level. Several studies have examined the effectiveness of a PharmD on patient outcomes. Following the direction of the PharmD education model, we propose a graduate level curriculum for clinical laboratory personnel. To prepare for the CLP’s expanded role, the curriculum is designed to require students to complete a professional doctoral level degree. In addition, a certification examination and state licensure must be developed and implemented.

**MATERIALS AND METHODS**
The educational model was developed after reviewing several PharmD, physician assistant, physical therapy, and nurse practitioner programs. The PharmD programs offered a curriculum that appeared to follow what we believed our course expectations for the CLP should be. We, therefore, structured our curriculum using the PharmD model as a guide. The PharmD curriculum focuses on the importance of academic and clinical background necessary for advanced practice.

The nurse education model was used for the educational design of the proposed program. The nurse education model consists of varying educational opportunities at a particular level. Students are given the option to choose among various education opportunities to obtain a nursing degree at the associate degree or baccalaureate level. At the masters of nursing level, the RN has the preference of selecting the nurse practitioner, educator, nurse manager, or nurse executive role and course of study. Within the nurse practitioner focus, the student may choose among neonatal, pediatric, family, or acute care. The proposed CLP program is designed to offer similar educational tracks. The proposed entry-level clinical laboratory doctorate is a three-year post-baccalaureate degree that prepares students for advanced clinical practice. The knowledge and skills obtained from the baccalaureate degree in CLS are intended to serve as prerequisites.

**RESULTS**
The education and curriculum models utilize a conceptual approach to identify essential learning opportunities for the CLP. Figure 1 describes the educational model of progression for the clinical laboratory professional. Utilizing the knowledge gained in prerequisites, we began to identify areas of study and clinical experiences that are essential to the development of a competent practitioner. Table 1 demonstrates a core educational base consisting of basic, science, and clinical courses, which develops as the student progresses throughout the program. Courses are designed to build upon one another and the student is expected to incorporate knowledge gained into future courses and clinical experiences. Courses in communication and health assessment help the student acquire interpersonal skills necessary for effective communication with patients as well as members of the healthcare team. The student will be able to monitor and evaluate efficacy of laboratory testing by taking patient health histories, observing patients, performing limited physical assessments, determining laboratory tests to order, and performing any appropriate point of care testing.

Advanced courses in the sciences and clinical laboratory provide background to assist the student with diagnostic interpretation and disease management. The clinical curriculum is intended to apply didactic content into the patient care setting and promote critical thinking. Discussions enhanced by seminar courses provide for a continuous sharing of experiences and foster critical-thinking. Students have an opportunity to take up to nine (9) elective hours of coursework to explore their personal interests and varied clinical laboratory opportunities.
DISCUSSION

The CLP can be a valuable member of the healthcare team. After completing the Doctorate of Clinical Laboratory Sciences, the practitioner collaborates with physicians and other healthcare providers in the diagnosis and treatment of patients by ordering, performing, correlating, and interpreting laboratory tests as well as monitoring patient outcomes. The initial practice area will most likely be hospital-based. As stated earlier, 60% to 70% of all clinical decisions are made by laboratory services. The CLP is in a unique position to improve patient outcomes while developing and strengthening collaborative relationships among laboratory services and other healthcare providers. The CLP could be responsible for all testing and interpretation along with point of care testing to improve access to accurate and timely diagnostic information while serving as a liaison between nursing units, healthcare providers, and the laboratory to ensure quality and cost-effective laboratory services. We recognize obstacles may be encountered while implementing this CLP model. However, one feasible way of easing transition may be utilizing the CLP in point of care testing. This may strengthen multidisciplinary relationships and provide a portal of entry into the healthcare setting, above and beyond the laboratory. Careful deliberation is necessary to establish the most suitable entry level for the CLP. Routes of entry for the position include an independent consultant, practitioner, or clinical pathology assistant.

Presently, the only educational options in the CLS post baccalaureate are along the research track and include a master’s or PhD. The CLS professional education model offers an advanced professional track at a master’s level for a management or executive focus or doctoral level for the CLP role (Figure 1). The curriculum model incorporates courses in the CLS practitioner program (Table 1). It is composed of basic, science, and clinical courses. Professional skills are attained from basic and clinical courses. The cognitive skills are developed from basic, science, and clinical components. Assessment skills are primarily acquired from science and clinical courses. Diagnostic skills are acquired from the culmination of all coursework (Figure 2).

We acknowledge that there is still a need for a baccalaureate degree in CLS but an advanced degree option would allow those who wish to advance their education beyond the baccalaureate degree and enhance career opportunities.

Table 1. Curriculum for the Doctorate of Clinical Laboratory Science

<table>
<thead>
<tr>
<th>Semester</th>
<th>Course Title</th>
<th>Credits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fall</td>
<td>Pathophysiology</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Legal Ethics</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Communications</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>Spring</td>
<td>Pharmacology</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Research Methods—Statistics</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>Summer</td>
<td>Health Assessment</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Health Policy</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>2nd year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fall</td>
<td>Pathologic Concepts for Clinical Decision Making I</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Hematopathology and Flow</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Cytometry Issues in CLS I</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Elective</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7 - 10</td>
</tr>
<tr>
<td>Spring</td>
<td>Molecular Diagnostics</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Pathologic Concepts for Clinical Decision Making II</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Clinical Decision Making II</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Elective</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7 - 10</td>
</tr>
<tr>
<td>Summer</td>
<td>Point of Care</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Elective</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2-5</td>
</tr>
<tr>
<td>3rd year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fall</td>
<td>Clinical Laboratory Diagnosis I</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Issues in CLS III</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Clinical project</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>Spring</td>
<td>Clinical Laboratory Diagnosis II</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Issues in CLS IV</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Clinical project</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>Total hours</td>
<td></td>
<td>48 - 57</td>
</tr>
</tbody>
</table>
CONCLUSION

The American Medical Association recognizes that laboratory testing plays an important role in detection, diagnosis, and treatment of many diseases. The proposed CLS educational model is designed to offer an alternative course of educational study for the CLS. The CLS practitioner design focuses on moving students from the baccalaureate level to doctoral level and prepares the individual to fill a particular role as a part of the healthcare team. The CLP can be an integral part of the healthcare team and has the opportunity to implement supportive services at the healthcare delivery level under the direction of a collaborating physician to decrease fragmentation of care, decrease hospital stay, reduce costs, and promote patient safety. Educational preparation and certification will prepare the CLP for expanded responsibilities and curricula must be designed to meet these goals.

After determining the appropriate method of entry of the CLP, funding issues must be addressed. Pilot studies are proposed initially in approximately two or three institutions. Possible healthcare settings may include acute care, emergency department, primary care, or family practice. After obtaining results of these pilot studies, we will have a better understanding of the role expectations and scope of practice and determine the most efficient way to implement the educational model. A potential barrier may be in the implementation of the professional position. Education regarding role definition and scope of practice will be essential for smooth transition into the patient care setting. Future projects will most likely be needed to help define role expectations.

Issues that must be addressed once pilot studies are complete include specific job description with salary expectations, physician collaboration, certification/licensure, acceptance by other healthcare providers, cost-benefit analysis, professional liability, and healthcare reimbursement. In today's healthcare setting, cost justification and healthcare reimbursement regulations are crucial. The most probable obstacle will most likely be healthcare reimbursement. New healthcare policies will need to be developed through appropriate governmental agencies. Data regarding patient clinical outcomes utilizing the advanced practice CLP will be essential to help support the new role.
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**Effect of Adverse Storage Conditions on Performance of Glucometer Test Strips**

RICHARD BAMBERG, KATHLEEN SCHULMAN, MELISSA MACKENZIE, JOANNA MOORE, SARAH OLCHESKY

**NOTE:** This is a student project paper as noted in the text.

**OBJECTIVE:** A study was conducted to assess the impact of adverse storage environments, i.e., not manufacturer recommended, on the performance of reagent test strips used with a point of care testing (POCT) glucometer to measure whole blood glucose levels.

**DESIGN/SETTING:** Glucose reagent test strips were placed in open, i.e., uncapped, and closed, i.e., capped vials. These vials were those used by the manufacturer to package and store the reagent test strips. One of each type of vial was placed in the manufacturer-recommended storage environment at room temperature and the adverse environments (incubator, direct light to mimic sunlight exposure, humidity, and refrigerated). The Accu-Chek Easy® glucometer and reagent test strips as well as Accu-Chek Easy high and low glucose control solutions, manufactured by Roche, were used for this study.

**MAIN OUTCOME MEASURES:** On day-3, day-7, and then once every 7 days, one strip from each vial in each environment was tested with the same glucometer using both a high and a low glucose control. The strip was considered failed for a type of vial and storage environment when either control was out of the reference range on a regular testing day and still out of range when tested the subsequent day. Testing continued up to 50 days.

**RESULTS:** For the tested environments it was found that, overall, test strip stability lasted longer for closed vials than open vials. For open vials in adverse storage conditions, the refrigerator environment offered the longest stability at 35 to 50 days and direct light and humidity offered the shortest periods of stability at 3 to 14 days.

**CONCLUSIONS:** The results of this study support the manufacturer’s recommendations to store POCT glucose test strips in their original vial, capped, and at room temperature, though refrigeration may offer an alternative storage environment with acceptable stability. As compliance with testing, quality control, and storage instructions is often an issue with POCT, the manufacturers of these systems for blood glucose measurement should design storage systems that allow the patient to store the glucose meter and the reagent strips in the same location. Manufacturers may also need to consider designing storage systems that are more portable, knowing that patients must take the glucose meters and test strips with them when they travel. Roche’s Accu-Chek Compact system is an example of such a design. The glucose test strips are incorporated into a drum that is stored in the Accu-Chek meter itself. When a patient performs a fingerstick blood glucose measurement, the drum advances to move a test strip outside the meter. When the test is complete, the test strip is ejected for disposal. Future studies to clarify the effect of adverse storage conditions, particularly refrigeration, on the integrity of POCT test systems and reagent strips is warranted with currently marketed brands.

**ABBREVIATIONS:** CLS = clinical laboratory science; CV = coefficient of variation; POCT = point of care testing; SD = standard deviation; µL = microliter.

**INDEX TERMS:** diabetes; glucometer, glucose meter; point-of-care-testing glucose levels.
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Diabetes affects approximately 6% of the U.S. population, with over 90% of these cases classified as Type 2, or adult onset, diabetes. In addition, it is estimated that there are at least as many persons with pre-diabetes, i.e., blood glucose levels higher than normal but not clinically meeting the criteria for a diagnosis of diabetes. Complications of diabetes constitute a substantial cost in healthcare as well as debilitation to the patient.

FDA approval of POCT glucometers for home use has made it possible for diabetic patients to monitor their own blood glucose levels. The quick turnaround time allows for more rapid intervention via diet or medication for blood glucose values that are above or below desired levels. This has shifted the responsibility for quality control from healthcare personnel to the diabetics themselves. This shift in responsibility to patients has increased the amount of variability present in blood glucose testing, and questions have arisen as to the reliability and accuracy of the values obtained by the patient at home. Inaccurate results can lead to inappropriate, and possibly harmful, adjustment of the patient’s medication or diet.

There are a number of factors that can negatively affect the accuracy and precision of glucometer results including user variability, instrument malfunction, and defective reagent strips. Some patients may not necessarily follow all of the manufacturer’s instructions for using their glucometers and corresponding test strips. Erroreous results can occur if control solutions are not analyzed routinely to ensure that the instrument and strips are actually working properly, or by not storing the reagent strips according to the manufacturer’s instructions. If the drop of blood does not cover the entire testing area, reflectance glucometers can give a falsely low glucose value. These errors may occur as a result of poor patient training provided by non-laboratory personnel or by the patient’s negligence in adhering to the proper procedures for in-home testing and quality control.

Most glucometer research to date has focused on the actual performance of the test procedure under varying conditions. Testing under conditions of increased humidity or atmospheric pressure has been found to adversely affect the precision and accuracy of glucose results measured by glucometers. The reagent strips can be defective due to normal expiration, mishandling, or storing them in environments not recommended by the manufacturer, resulting in inaccurate results. Glucose test reagent strips are supplied by the manufacturer in tightly capped vials, and it is recommended that only one test strip at a time be removed. The cap must then be replaced on the vial immediately and the vial stored at room temperature in a location free of extreme temperature changes. Exposure to light causes discoloration of the test area on the strips, falsely elevating glucose results.

The effect of improper storage of glucose reagent strips used for glucometers has not been well documented in the literature. One study found glucose values falsely elevated after storage of strips in a refrigerator for 24 hours. A study by Gonzales and Kampa using the Accu-Check Easy Glucose Monitor test system, i.e., glucometer and test strips, measured performance of these strips for both capped and uncapped vials under adverse storage conditions which included refrigeration (4°C to 7°C), incubation at elevated temperatures (37°C), exposure to direct sunlight (excessive variable heat), and increased humidity as in a laundry washroom. Deterioration of the test strips as indicated by high and low control results outside their expected ranges, was found to occur the earliest in refrigeration environments for both the uncapped and capped vials. Of the adverse environments tested by Gonzales and Kampa, glucose reagent test strips were most stable in a humid environment.

To supplement the limited research on stability of glucometer test strips under various storage conditions, a replication of the Gonzales and Kampa study with slight modifications was conducted by the researchers. This study used the same POCT glucose monitoring system as in the Gonzales and Kampa study, and served as a senior research project for three clinical laboratory science (CLS) students at East Carolina University (ECU). Faculty served as supervisors and co-researchers for the study. This study, therefore, also offers an example of viable research by CLS undergraduate students.
METHODS

Instrument and reagents
The Accu-Chek Easy Glucometer and Accu-Chek Easy Test Strips by Roche were used in this study to measure glucose in control solutions with low and high glucose concentrations. The test strips contain all the reagents for the glucose oxidase reaction that is initiated when blood is placed on the strip. β-D-glucose in the patient’s sample is oxidized and ferricyanide is reduced to ferrocyanide using glucose oxidase as a catalyst. The ferrocyanide reacts with ferric ion to produce a blue color via the Prussian blue indicator, with the intensity of the color being proportional to the glucose concentration in the sample. The color is measured by reflectance photometry. All measurements in this study were carried out according to the manufacturer’s instructions.

Specimens and testing
Accu-Chek Easy glucose high and low control solutions were used in this study as the test specimens. One lot number of Accu-Chek Easy Test Strips was used. Two vials of test strips, one open and one closed, were assigned to each storage condition. The storage conditions were room temperature (22 °C to 25 °C) as recommended by the manufacturer, incubator (37 °C), refrigerator (4 °C to 8 °C), light (direct, constant exposure to a 60-watt lamp two inches away), and increased humidity (in a laundry washroom). The adverse environments were chosen to be similar to possible storage environments in a patient’s home or on the nursing floors in a hospital. The number of strips in each vial in each storage environment was determined based on the results of the Gonzales and Kampa study as well as to minimize the study costs for the CLS program (Table 1). The temperature in each storage environment except the washroom, was measured for ten consecutive days prior to beginning the study to detect any fluctuations outside the required temperature range. Temperatures were monitored and recorded for each environment during the study.

Glucose concentrations were measured by using one test strip for each control level from each vial in each storage environment. The strips were not allowed to reach room temperature; instead, they were tested at the environment’s temperature. Strips in all environments were tested at day-3, day-7, and then once a week on Monday thereafter, according to the manufacturer’s procedure.

Methodology evaluation
Accuracy and precision studies were performed on two POCT glucometers owned by the CLS program using the Accu-Chek Easy glucose high and low control solutions. A single glucometer that had both precision and accuracy CVs of less than 5% was used for all testing of reagent strips. Precision studies using gravimetric analysis were performed on the droppers on all four bottles of control solutions (two high controls, two low controls) to verify consistent drop size. All four droppers were found to have CVs of less than 5% with delivery of a drop size of 30 µL.

The manufacturer’s acceptable ranges for the high and low glucose control solutions were 202 to 274 mg/dL and 36 to 66 mg/dL, respectively. These ranges were used to determine whether the measured glucose value indicated continued stability of the strip. If the control result for a strip was out of range on a particular day, then another strip was tested on that same day. A third measurement was performed on the following day. The second and third glucose measurements were used to confirm strip failure in a storage environment. When the strips demonstrated failure for duplicate testing on two consecutive days for a vial in a storage environment, that particular environment was noted as having failed for that vial, and testing was discontinued. All testing was stopped at 50 days. The control results for the manufacturer’s recommended storage environment, i.e., room temperature in capped vials away from extremes of temperature, were found to be within expected ranges for the duration of the study.

Data analysis
Using Microsoft Excel 2000 software, glucose values (y-axis) were plotted versus the day (x-axis) on which they were obtained for each vial and each environment. The glucose values obtained on the closed vial at room temperature were used as the reference (or comparison) variance value for F-test and mean value for student t-test analyses with alpha set at 0.05 for both statistical analyses.

<table>
<thead>
<tr>
<th>Table 1. Number of strips stored in each vial in each environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage environment</td>
</tr>
<tr>
<td>Room temperature</td>
</tr>
<tr>
<td>Refrigerator</td>
</tr>
<tr>
<td>Incubator</td>
</tr>
<tr>
<td>Light</td>
</tr>
<tr>
<td>Humidity</td>
</tr>
</tbody>
</table>
RESULTS
The day on which each vial in each storage environment failed with regard to a level of control solution is displayed in Table 2. Descriptive statistics by type of vial with significant F-tests and t-tests at \( p < 0.05 \) noted, are displayed for glucose low control and high control in Tables 3 and 4, respectively. The glucose values obtained by individual testing days by type of vial and level of control solution are displayed in Figures 1 through 4.

<table>
<thead>
<tr>
<th>Storage environment</th>
<th>Low control</th>
<th>High control</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Closed</td>
<td>Open</td>
</tr>
<tr>
<td>Room temperature</td>
<td>&gt;50</td>
<td>14</td>
</tr>
<tr>
<td>Refrigerator</td>
<td>&gt;50</td>
<td>35</td>
</tr>
<tr>
<td>Incubator</td>
<td>28</td>
<td>21</td>
</tr>
<tr>
<td>Light</td>
<td>28</td>
<td>3</td>
</tr>
<tr>
<td>Humidity</td>
<td>&gt;50</td>
<td>3</td>
</tr>
</tbody>
</table>

DISCUSSION
With the exception of test strips stored in the refrigerator and tested with the high glucose control solution, Accu-Chek Easy Test Strips stored in open vials deteriorated more rapidly than those in closed vials for each environment and control solution. This result is similar to the findings from the Gonzales and Kampa glucometer reagent strip stability study. The closed vials in the room temperature, refrigerator, and increased humidity environments all remained stable throughout 50 days of testing; whereas in the earlier study, the closed vials in the room

Table 3. Descriptive statistics of glucose values for low control by type of vial

<table>
<thead>
<tr>
<th>Storage environment</th>
<th>Mean</th>
<th>SD</th>
<th>Variance</th>
<th>Mean</th>
<th>SD</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Room temperature</td>
<td>59.3</td>
<td>5.2</td>
<td>27.3</td>
<td>68.8(^*(p\ 0.023))</td>
<td>3.7</td>
<td>13.7</td>
</tr>
<tr>
<td>Refrigerator</td>
<td>54.4</td>
<td>7.9</td>
<td>62.3(^*(p\ 0.025))</td>
<td>58.6</td>
<td>11.2</td>
<td>126.6(^*(p\ 0.003))</td>
</tr>
<tr>
<td>Incubator</td>
<td>65.5(^*(p\ 0.001))</td>
<td>4.8</td>
<td>23.4</td>
<td>69.9(^*(p\ 0.006))</td>
<td>6.3</td>
<td>39.8</td>
</tr>
<tr>
<td>Light</td>
<td>64.4</td>
<td>9.8</td>
<td>95.1(^*(p\ 0.017))</td>
<td>81.2</td>
<td>10.6</td>
<td>113.2(^*(p\ 0.000))</td>
</tr>
<tr>
<td>Humidity</td>
<td>59.8</td>
<td>7.1</td>
<td>51.1</td>
<td>72.8</td>
<td>3.1</td>
<td>9.6(^*(p\ 0.004))</td>
</tr>
</tbody>
</table>

\* Based on comparison to mean for closed vial at room temperature by student t-test at \( p < 0.05 \).
\† Based on comparison to variance for closed vial at room temperature by F-test at \( p < 0.05 \).

Expected range of control values was 36 to 66 mg/dL.

Table 4. Descriptive statistics of glucose values for high control by type of vial

<table>
<thead>
<tr>
<th>Storage environment</th>
<th>Mean</th>
<th>SD</th>
<th>Variance</th>
<th>Mean</th>
<th>SD</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Room Temperature</td>
<td>256.5</td>
<td>6.9</td>
<td>47.1</td>
<td>271.3</td>
<td>13.7</td>
<td>188.2(^*(p\ 0.012))</td>
</tr>
<tr>
<td>Refrigerator</td>
<td>247.5(^*(p\ 0.005))</td>
<td>7.7</td>
<td>59.1</td>
<td>245.9(^*(p\ 0.007))</td>
<td>6</td>
<td>36.1</td>
</tr>
<tr>
<td>Incubator</td>
<td>269(^*(p\ 0.000))</td>
<td>8.6</td>
<td>74.7</td>
<td>274.3(^*(p\ 0.007))</td>
<td>5.1</td>
<td>26.2</td>
</tr>
<tr>
<td>Light</td>
<td>231.8(^*(p\ 0.312))</td>
<td>38</td>
<td>1445.1</td>
<td>300.3</td>
<td>38.6</td>
<td>1487.1(^*(p\ 0.006))</td>
</tr>
<tr>
<td>Humidity</td>
<td>257.9</td>
<td>7.2</td>
<td>52.4</td>
<td>274.3</td>
<td>15.6</td>
<td>242.3</td>
</tr>
</tbody>
</table>

\* Based on comparison to variance for closed vial at room temperature by F-test at \( p < 0.05 \).
\† Based on comparison to mean for closed vial at room temperature by student t-test at \( p < 0.05 \).

Expected range of control results was 202 to 274 mg/dL.
temperature, sunlight, and incubator environments remained stable throughout 56 days of testing.\textsuperscript{11}

Test strips stored in open vials in the increased light and humidity environments showed the shortest period of stability, failing at 3 and 14 days with control results elevated above the expected range. For both light and humidity, the low control failed at day 3 and the high control at day 14. These results support the manufacturer’s warnings about exposure to light and moisture resulting in increased glucose values due to discoloration of the strip’s test area. An interesting difference from results obtained in the Gonzales and Kampa study was the stability of test strips stored in the refrigerator environment. While test strips in the Gonzales and Kampa study had the lowest stability period at eight days, refrigerated test strips in the ECU study demonstrated stability for at least 35 days.\textsuperscript{11} This difference may have been due to the location of the open vials in the refrigerator in ECU’s study. The test strip vials in this study were stored within the main compartment of the refrigerator where temperatures tend to be more constant, while the vials in the Gonzales and Kampa study may have been stored in the shelves of the refrigerator door that would be subject to more temperature fluctuations. The open vials in the incubator were stable until days 14 and 21 for the high and low control, respectively. The closed vials in the incubator and light both lost stability at 28 days.

According to the t-test analyses, the following environments showed a significant difference in mean values from the reference test strips, i.e., closed vial at room temperature, for the low and/or high control(s): open vial at room tem-

\textbf{Figures 1 and 2 legend}
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\caption{Glucose low control values for closed vials}
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\caption{Glucose low control values for open vials}
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perature, closed vial in light, and open and closed vials in incubator and refrigerator. For comparison of variances to the values for the closed vial strips at room temperature, the significant differences were predominantly for the refrigerator and light environments.

CONCLUSIONS
The results of this study indicate that glucometer reagent test strips stored in open vials, regardless of storage environment, lose stability more quickly than those in closed vials do. The quickest deterioration in test strip stability was found with open vials exposed to direct light or to humidity. These results support the findings of the most recent similar study as well as the recommendations of the manufacturer to avoid light and moisture which can cause the strips to produce falsely elevated glucose results.11 The results support the manufacturer’s instructions, which state that the test strip vials should be stored tightly capped at room temperature. Other than the recommended storage environment, the study found the overall longest period of stability to be the refrigerator environment for both open and closed test strip vials. This is in contrast to the Gonzales and Kampa study, which found refrigeration of strips to provide the least stability.11

The results of this study are limited by several constraints inherent in the study design. Only a limited number of reagent test strips from the same lot number were available from the manufacturer due to discontinuation of the Accu-Check Easy POCT glucose testing system. This prevented the study from evaluating performance of the test strips over a longer period of time, and did not allow for 50 strips in all vials at the beginning of testing. The need to contain the costs of student research projects necessitated doing the study with a glucometer the program
purchased several years previously, but which has since been discontinued by the manufacturer. Knowing the exact day at which stability was lost was not possible due to the clinical rotation schedule of the students that allowed testing strips only every seven days.

Some newer glucometer models have discontinued the reflectance photometry, i.e., colorimetric, method of glucose reaction detection, and instead use an electrochemical detection system. Some manufacturers have also begun storing test strips individually wrapped in foil for the newer systems. Roche Diagnostics, the manufacturer of the Accu-Chek line of glucometers, has converted the glucose test system to an electrochemical measurement and continues to package the test strips in tightly capped vials.²³

Future studies of the effects of varying storage conditions on the performance of glucometer reagent test strips are warranted on the newer glucometer models using the electrochemical principle of measurement and newer packaging systems. Future research may include longer testing periods that are closer to the expiration periods of the strips, daily testing of strips, multiple storage locations within a refrigerator environment, and financial support from manufacturers to allow a more comprehensive study and a better assessment of test strip viability in adverse storage conditions. As patients do not always precisely follow the manufacturer’s instructions, better understanding of test strip stability in alternate storage environments should improve the use of glucose results generated through at-home testing.
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Improving the Accuracy of Specimen Labeling

BOBBI DOCK

Accurate specimen identification is a challenge in all hospitals. A mislabeled specimen can lead to devastating consequences for a patient. In an effort to decrease the risk of potential harm caused by labeling errors, Children’s Hospitals and Clinics of Minnesota successfully implemented a Zero Tolerance Laboratory Specimen Labeling process. After months of studying, charting, networking, and communicating with all stakeholders, the new process led to a 75% reduction in laboratory specimen labeling errors.

ABBREVIATIONS: FMEA = Failure Mode and Effects Analysis.

INDEX TERMS: specimen labeling.


Bobbi Dock CLS(NCA) is at Children’s Hospitals and Clinics of Minnesota Laboratory, St Paul MN.

Address for correspondence: Bobbi Dock CLS(NCA), Children’s Hospitals and Clinics of Minnesota Laboratory, 345 North Smith Avenue, St Paul MN 55102. (651) 220-6553, (651) 220-5280 (fax). bobbi.dock@childrenshc.org

Over 70% of all information used by a clinician to diagnose and treat a patient comes from the laboratory. Ensuring that specimens are correctly identified at the point of collection is essential for accurate diagnostic information. Patient and/or specimen misidentification can be serious, resulting in misdiagnosis and mistreatment. A misidentification event creates multiple victims: the patient whose treatment was based on the provided results, the patient whose sample it actually was who may have gone untreated, and the healthcare workers who were directly involved with the patient or the specimen. There are also financial and emotional costs from this type of error. While the financial toll can be calculated, the emotional toll on the patients, their families, and healthcare workers who experience its impact is not easily quantifiable.

METHOD

In April 2003, a multidisciplinary team from Children’s Hospitals and Clinics of Minnesota performed a Failure Mode and Effects Analysis (FMEA). The team was composed of representatives from the following departments: the clinical laboratory, pathology, process improvement, nursing, and risk management. FMEA analysis identifies potential flaws before an error occurs through an intense scrutiny of a specific process, in this case, laboratory specimen labeling. Initially, the labeling process was observed, charted, and discussed and staff interviews were conducted. Data from these activities were used to construct a

Figure 1. Hazard matrix

A 5 x 5 matrix. Each hazard score represents a risk priority level. This matrix provides guidelines of whether actions should be taken for a particular risk factor.
hazard matrix showing the frequency and severity of an error at each step in the process between ordering a laboratory test and charting a result (Figure 1).

RESULTS
The pre-analytical labeling phase, with approximately two-thirds of the errors, was identified as the key focus area for improvement (Table 2). The FMEA team explored several ways to address specimens that could arrive in the laboratory either mislabeled or unlabeled. Many institutions have adopted an exception list of specimens that, if improperly labeled, can be relabeled and analyzed by the laboratory. The FMEA team considered this process and met with various physician groups to solicit feedback. There was no consensus regarding the proposed exception list. Therefore, that method was discarded and the decision was made that Children’s Hospitals and Clinics of Minnesota Laboratory will accept only those patient specimens that meet the Joint Commission for Accreditation of Healthcare Organizations (JCAHO) standards for specimen labeling. JCAHO standards specify two identifiers; Children’s uses full patient name and medical record number as acceptable specimen labeling.

The FMEA team balanced safe patient care, practical solutions, policies for the staff, and a high level of patient, family, and physician satisfaction in arriving at this conclusion. The organizational policy on laboratory specimen labeling was approved and implemented on March 22, 2004. It is applicable to all laboratory specimens.

The policy does allow for challenging the rejection decision through a process involving the ordering clinician, the healthcare worker who collected and labeled the specimen, and the pathologist. The discussion can result in labeling or relabeling a specimen after it has arrived in the laboratory.

An effective communication strategy was part of the policy implementation process. The FMEA team utilized numerous internal publications to announce the new policy during the month prior to implementation. In addition, warning notices were given by laboratory personnel to staff in areas where mislabeling occurred during this phase.

The results of the new policy have been impressive. Figure 1 shows a 75% decrease in the number of mislabeled/unlabeled specimens received by the laboratory since the policy was implemented. Of the remaining 25%,

Table 1. Number of specimen errors at each stage in the process from ordering a test to charting a result

<table>
<thead>
<tr>
<th>Stage</th>
<th>Minneapolis</th>
<th>St. Paul</th>
<th>Aggregate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-analytic</td>
<td>453 (70.6%)</td>
<td>488 (63.5%)</td>
<td>941 (66.7%)</td>
</tr>
<tr>
<td>Analytic</td>
<td>64 (10.0%)</td>
<td>83 (10.8%)</td>
<td>147 (10.4%)</td>
</tr>
<tr>
<td>Post-analytic</td>
<td>89 (13.9%)</td>
<td>106 (13.8%)</td>
<td>195 (13.8%)</td>
</tr>
<tr>
<td>Unknown</td>
<td>36 (5.6%)</td>
<td>92 (12.0%)</td>
<td>128 (9.1%)</td>
</tr>
<tr>
<td>Total reports</td>
<td>642</td>
<td>769</td>
<td>1,411</td>
</tr>
</tbody>
</table>

Data were obtained during June 2001 through April 2003, prior to implementation of the organizational policy.

Figure 2. Total number of mislabeled/unlabeled specimens arriving at the laboratory each month
the majority were recollected and submitted for testing. Fewer than 40 specimens have been challenged and approved for testing to date, which is 25% of the total mislabeled or unlabeled submitted.

DISCUSSION
Awareness of the potential harm caused by mislabeled laboratory specimens and implementation of a rigorously developed organizational policy led to the success of the Zero Tolerance effort. “Any Is Too Many” is the motto chosen to illustrate our efforts to eliminate the occurrence of mislabeled or unlabeled laboratory specimens. This project is one of many efforts that Children’s Hospitals and Clinics of Minnesota is pursuing through its patient safety agenda to ensure a culture of high reliability for patient safety via focused activities that support an attitude of safety.
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Piloting Case-based Instruction in a Didactic Clinical Immunology Course

KATHLEEN HOAG, JANET LILLIE, RUTH HOPPE

OBJECTIVES: To assess 1) the effect of case-based instructional modules on student critical thinking, class attendance, and satisfaction and 2) student opinion of case formats.

DESIGN/SETTING/PARTICIPANTS: University-based upper division course in clinical immunology and serology. The course was taught by the same instructor for two consecutive semesters with the intervention introduced in the second semester. Sixty-seven students experienced the intervention and 56 students were in the baseline cohort.

INTERVENTION: Nine cases were interspersed between lectures during the semester. Each case took one 50-minute class in which students worked in groups of five or six.

MAIN OUTCOME MEASURES: Student performance on five critical thinking multiple-choice examination questions and percent student attendance on case days versus lecture days were analyzed using the Mann-Whitney test. Student ratings on course evaluations were analyzed using t-test comparing semesters with and without intervention. Student opinion of cases was obtained through surveys and a focus group.

RESULTS: Student performance on critical thinking exam questions was similar in the two groups. Student attendance was significantly higher on case days (95.6%) versus lecture days (80.3%; \( p < 0.0001 \)). Only composite ratings for instructor involvement, student-instructor interaction, and course organization were significantly improved in the semester with cases compared to the semester with lecture only (\( p < 0.0001 \) for all indices).

CONCLUSIONS: Although case studies did not significantly improve student performance on critical thinking questions, they still proved to be a valuable instructional method. Student attendance, student-instructor interaction, and instructor involvement in the course were all positively affected by incorporation of case studies. Discussion of cases also helped to uncover student misconceptions of course material.

ABBREVIATIONS: CL = cooperative learning; CLS = clinical laboratory science; Ig = immunoglobulin; PBL = problem-based learning; SIRS = Student Instructional Rating System.
Problem-based learning (PBL) and cooperative learning (CL) in the form of patient case-based instruction are alternatives to lecturing that have gained considerable popularity in health science education, especially in medical school curricula. PBL and CL are similar methods of instruction that differ mostly in complexity and level of responsibility placed upon the learner. Both PBL and CL use learners working together in groups to accomplish tasks or activities. CL has been defined as “students working together to accomplish shared learning goals and maximize their own and their groupmates’ achievement”. CL techniques stress positive interdependence and try to eliminate student competition, especially within groups. The activities used for CL can be quite varied and have been summarized elsewhere. PBL is a highly advanced form of CL. Whereas CL can be used exclusively as an instructional method or alternatively integrated into lectures as enhancement activities, some strong advocates of PBL believe it should be used as the exclusive course delivery method.

In health sciences education, PBL generally uses real-life patient cases as the focus of learning. In its purest mode, the responsibility for learning is placed on the students and the instructor is only responsible for presentation of a clinically-relevant problem and facilitation of student learning. Key features of PBL are patient case studies that are generally loosely structured and require the learners to use a preexisting knowledge base. The students analyze, research, and discuss initial case information, decide what the appropriate learning objectives will be, and then research and revise learning objectives until the case can be completed. For a more thorough discussion of passive and active learning and justification for use of CL and PBL in clinical laboratory science (CLS), the reader is referred to McEnerny (1999).

The theoretical and practical application of CL and PBL to CLS education has been appreciated for more than a decade. The goals of CLS instructors in choosing to use CL or PBL are varied and include: 1) improving student achievement; 2) increasing student critical thinking and/or problem solving skills; 3) promoting teamwork skills; 4) fostering life-long learning skills; and 5) increasing knowledge retention.

The overall design of this pilot study was to incorporate case-based activities into a lecture course and assess the effect on several indicators of student performance and student satisfaction. The intervention reported here uses the patient case-based learning format of PBL but really should be considered CL as it falls short of the strict definition of PBL for two reasons. First, the cases were not used exclusively as the only instructional method in the course, but were instead used to augment lectures with the intention of connecting concepts that the students were taught previously as discrete lecture elements. This was deemed necessary for this course since it is the only immunology course in the undergraduate curriculum and the students did not have a significant knowledge base to draw upon. Second, the students did not choose the learning objectives based upon the patient case presentation but instead were given specific questions by the instructor to answer within a single class period. Therefore, the most appropriate categorization is what Barrows refers to as the “case method” and what we will refer to as CL cases.

The primary goal of this study was to assess whether CL cases would improve student performance on critical thinking level examination questions that required clinical application of basic immunology concepts. A secondary objective of the study was to collect student opinion of case format and implementation for subsequent optimization of case design within the course. Additionally, the instructor hoped to improve student attendance with the use of CL cases. Student performance was assessed on five analysis/application level multiple choice exam questions. Student attendance on CL case days was compared to attendance on lecture days for the intervention semester only. Data from student course evaluations of course/instructor satisfaction were compared for semesters with and without case-based CL intervention. Finally, subjective student evaluation of CL case design and implementation was collected by the use of a student survey and a retrospective focus group.

METHODS
Overall study/course design
The study of small group discussion of patient cases took place in a semester-long 3-credit junior/senior level undergraduate course in clinical immunology and serology with 67 students. The study was partially retrospective to a previous semester (the baseline semester) that was taught by lecture-only format using PowerPoint® presentations to a group of 56 students. In the subsequent semester, nine patient case studies were incorporated into this course as the intervention. The study was approved by the Michigan State University Committee on Research Involving Human Subjects. Students who took the course during the intervention semester were informed of the study and asked to sign a consent form. All except one student agreed to participate in the study. The course was taught during a standard 15-week semester, and met Monday, Wednesday, and Friday of
each week for 50-minute class periods. Four hourly exams were administered during the semester. Thirty class periods were used for standard lecture presentation of material. The initial one-quarter of the course material (prior to the first hourly examination) was presented using lecture only without cases. After the first examination, cases were scheduled for every Friday, with each case being related to the lecture material presented on Monday and Wednesday of the same week (when possible). Overall, nine case sessions were held. Detailed lists of learning objectives were provided for each lecture. Cases did not have specific learning objectives and material presented only via cases (and not in lecture) was not assessed on examinations.

Student group format
Twelve groups of five or six students each were assigned by the instructor and were fixed throughout the semester. Students were assigned to groups based upon incoming grade point average (distributed among groups), race, and gender. An effort was made not to leave any given student a ‘single’ in a group, e.g., only Caucasian female. Groups handed in only one answer sheet and each student in the group was required to sign the sheet verifying that they agreed with the answers and had actively participated in generation of the answers. One student had the role of ‘note taker’ each week and this role was required to rotate among group members from case to case. To encourage and account for balanced group member participation, each student had to assess fellow group members using a standard assessment form following every third case (peer assessment).

Case study content and design
The patient case studies were presented using a standard informational format and one of three possible delivery formats (see below). Cases were adapted from previously published case studies. Each case study had a patient identified by name, age, and gender. The patient history was given in a one to two paragraph summary that included presentation symptoms, physical examination details, and laboratory tests ordered. Family history was also provided if appropriate. Results of the laboratory tests were displayed on an overhead projector throughout the class period. Since laboratory testing was not covered in lecture, the instructor provided reference books that the students could use during class to investigate the laboratory tests and their reference ranges and significance. Each group then received one of four possible question sets provided in hard-copy. Group members had their desks arranged in circles to facilitate group conversation (approximately 30 to 40 minutes). Five to ten questions were presented to the group, and the cases provided gave a possible five points and case study grades accounted for 13% of the course grade. Students with excused absences were allowed to answer the case study questions individually outside of class for credit. Graded answers with comment were photocopied and returned to the students as soon as possible, usually by the next class session.

Example case
The following example case is provided so that the reader may understand the working definition of critical thinking application questions as used in the CL cases. This case is an example of agammaglobulinemia (the students were not given the diagnosis).

A two year old boy (Bill) presented to a pediatrician with pneumonia, recurrent bacterial infections, and no visible tonsils or palpable cervical lymph nodes upon physical examination. Laboratory results included a complete blood count with white blood cell differential (all normal) and total serum antibody results for immunoglobulin (Ig) G, IgA, and IgM. Serum antibody results were: IgG 200 mg/dL (reference range 600-1500 mg/dL); IgA <1 mg/dL (50-125 mg/dL); and IgM 10 mg/dL (75-150 mg/dL). The following are representative questions the students were asked to answer in groups:
1. List the abnormal laboratory test results.
2. Explain the differences in the degree of deficiency for the three serum antibody isotypes tested.
3. Based upon your answer for question 2, can you explain why Bill did not get ill until he was 10 months old?
4. Based upon the laboratory results, is it possible that Bill is missing a key white blood cell type? Identify this cell.
5. List as many possible protein mutations that could lead to the suspected deficiency.
6. Suggest the basis for the lack of detectable tonsils and cervical lymph nodes.
7. Suggest further laboratory testing that may be useful in determining the cause of Bill’s recurrent infections.

Case study delivery format
The case delivery format was varied during the semester. The formats were: 1) students were read the case history by the instructor at the beginning of class, the laboratory results were presented on an overhead projector, and three to four topic-focused questions per group were handed out...
to be completed in 30 minutes; 2) students were read the case history by the instructor at the beginning of class, the laboratory results were presented on overhead projector, and one in-depth question was handed out to each group to be completed in 40 minutes; or 3) students received a photocopy of the case history and laboratory results one week in advance of group discussion of the case, and three or four topic-focused questions per group were distributed at the beginning of class to be completed in 40 minutes. The slightly different formats were rotated in sequence across the nine Friday sessions utilized for CL.

Data collection and statistical analysis
Student critical thinking skills with and without case study intervention were assessed with five multiple choice examination questions that were repeated verbatim in both semesters (examinations are not returned to students). The questions were categorized as critical-thinking-type questions since they required analysis and/or application of course concepts and could not be answered by memorization. One of the critical thinking questions used was:

A patient presents to his/her physician with recurrent infections caused by extracellular bacteria. The patient does not appear to be susceptible to other infections. What immune defect would likely be the cause?

a. Defect in antigen presenting dendritic cells.
b. Defect in class I expression on all body cells.
c. Defect in class II expression on thymic cortical epithelial cells.
d. Antibody deficiency due to B cell deficiency.

Individual student performance (number correct out of five possible) for all students in the baseline group and the intervention group was recorded. Statistical analysis was performed with a Mann-Whitney nonparametric test for differences between the medians. A t-test could not be performed because the data were not normally distributed. Statistical significance was set at $p < 0.05$ for this and all other statistical analyses.

Student Instructional Rating System (SIRS) surveys used for campus-wide course/instructor evaluation were used to assess the effect of case studies on overall student satisfaction with the course. The SIRS consists of 21 questions assessed by a Likert scale ranging from 1 (superior) to 5 (inferior) and provides composite profile factor scores for multiple questions related to a theme (instructor involvement, student interest, student-instructor interaction, course demands, and course organization). In this study, composite profile factor scores were compared for semesters without and with intervention using an unpaired t-test. Additional survey questions pertaining to case studies were added to this survey for the intervention semester only, with forced response choices listed (3 to 5) for each question (non-Likert scale).

Aggregate student attendance was taken by head-count 10 to 15 minutes into the class period to allow for latecomers. Percent attendance on days of scheduled lecture versus days of scheduled case study work was compared by the Mann-Whitney test. A t-test could not be used since the variance in the groups was not equal.

A representative sample of students (13 of 67 total students) from the semester of the CL case intervention was recruited to participate in a focus group. The focus group was conducted by a professional with considerable previous experience with moderating focus groups, but who was previously unknown to the students. The instructor was not present at the focus group, but students were aware that the session was audi-taped, and would be transcribed without speaker identification, for documentation purposes.

RESULTS
Class attendance
Daily aggregate class attendance was recorded 10 to 15 minutes into the class period for each day during the semester with CL case intervention. Class attendance on CL case days was significantly higher than on lecture days (Figure 1).

Critical thinking skills
The primary goal of adding the CL cases to the course was to improve student critical thinking skills. Student performance on critical thinking examination questions for the intervention semester (lecture + CL cases) was not significantly different from the baseline semester (lecture only; Table 1).

Student opinion of case impact
Student surveys were administered several times during
the semester to obtain student opinion of the effect of the case studies on two aspects of course material acquisition. Student-reported opinion of their comfort level with course material improved significantly during the course (2.66 to 2.24; \( r^2 = 0.907; \ p = 0.047 \)). Student opinion of understanding of course material attributed to the case study also improved, but was not statistically significant (2.55 to 2.28; \( r^2 = 0.812; \ p = 0.098 \)) (Figure 2).

Mean scores on end-of-course student evaluations of satisfaction with course/instructor were compared for the semesters with and without CL case intervention. Composite scores for three of five profile factors were significantly higher for the semester with CL case studies compared to the semester without case studies (Table 2). The scores for instructor involvement, student-instructor interaction, and course organization improved significantly for the intervention semester compared to the baseline semester. Scores for student interest and course demands did not change significantly.

**Student case format preference**

Student opinion of case delivery preference and case utilization was obtained through forced-response survey questions and a focus group. Cases were delivered using three formats during the semester. Students overwhelmingly preferred the format in which patient case background was provided one week in advance of in-class scheduled group work sessions (Table 3). Open-ended questions in the focus group on strengths and weaknesses of the cases and case design revealed that: 1) students valued the case activity because it allowed them to observe peers’ thought processes; 2) answering case questions forced students to clarify the material better than they would if they only studied on their own; and 3) peer evaluation was important to ensure the group work was equitable. Students in the focus group also commented on

**Table 1. Student performance on multiple choice critical thinking exam questions**

<table>
<thead>
<tr>
<th></th>
<th>B*</th>
<th>I†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Students examined (n)</td>
<td>53</td>
<td>66</td>
</tr>
<tr>
<td>Mean‡</td>
<td>3.132</td>
<td>3.106</td>
</tr>
<tr>
<td>SD</td>
<td>0.921</td>
<td>1.025</td>
</tr>
<tr>
<td>( p ) value§</td>
<td>0.798</td>
<td></td>
</tr>
</tbody>
</table>

* Baseline semester (lecture only)
† Intervention semester (lecture + CL cases)
‡ Number correct out of five total questions
§ Mann-Whitney nonparametric test for differences between medians

**Figure 1. Mean percent class attendance was significantly higher on scheduled CL case days versus scheduled lecture days during the intervention semester**

**Figure 2. Student comfort level with and understanding of material**

Self-reported student comfort level with course material improved significantly during the intervention semester, but student-reported understanding of course material was not significantly affected during the intervention semester. Students were asked the following questions to address comfort level and understanding:
1) To what degree do the small group exercises increase your level of comfort with the course material? 2) To what degree do the small group exercises increase your understanding of the course material? A Likert scale of 1 (superior) to 5 (inferior) was used for the survey which was administered in 4 iterations during the semester. CL case study occurrences are indicated by ↑.
the cases being scheduled on Friday, and that this allowed a welcome change of pace. However, they also commented that if the cases were not mandatory (points assigned toward grade), they would not have attended on Friday. Instructor observations of case studies are summarized in Table 4.

DISCUSSION
The primary impetus for addition of CL cases to the course was to promote student acquisition of critical thinking skills through the use of active learning techniques. Analysis of student performance on critical thinking level examination questions suggests that this goal was not achieved since there was no significant difference in student performance on these questions for the baseline and intervention semesters. However, the analysis is limited in power since only five questions were used to compare critical thinking skills. This limitation was due to the pool of critical thinking level examination questions available for reuse from the baseline semester to the intervention semester. Since the instructor did not intentionally teach critical thinking skills in the baseline semester, there were few such questions used on the examinations for that semester. Additionally, the assessment questions used (multiple choice) did not match the format of the CL cases, in which the students were asked to draft short written answers to open-ended questions. This mismatch in instruction and assessment formats as well as the limited power of the measure may have limited the ability to detect possible true differences in critical thinking skills that may have been fostered by the CL cases.

A drawback of the current implementation of CL cases that may have interfered with the development of student critical thinking skills was the limited time for students to review and critique their group answers to the case questions. In particular, they had very little time to compare their group answers to those of their peer groups which had the same question sets. In addition, the students were not given an opportunity to critique and revise any of their answers following open class discussion of the questions. The cases were completed in one class session and the following class session was either a lecture or examination with no reference back to the CL case. Well-designed and executed PBL has adequate time for reiteration and reflection that is thought to be essential to ensuring recall and application of the information

| Table 2. Composite scores for indicators of student satisfaction |
| Composite profile factor | Baseline semester (lecture only) mean/SD | Intervention semester (lecture + CL cases) mean/SD | p value |
| Instructor involvement | 1.89/0.20 | 1.63/0.16 | <0.0001 |
| Student interest | 1.83/0.12 | 1.88/0.21 | 0.20 |
| Student-instructor interaction | 2.15/0.19 | 1.90/0.13 | <0.0001 |
| Course demands | 2.31/0.08 | 2.28/0.07 | 0.11 |
| Course organization | 2.05/0.19 | 1.77/0.19 | <0.0001 |

Composite scores for three of five indicators of student satisfaction with course/instructor improve significantly in intervention semester with CL case studies (1 = superior, 5 = inferior; mean/SD reported).

| Table 3. Students preferences for case delivery* |
| Case delivery format | Student preference (%) |
| Case read aloud, three to four topic-focused questions, 30 minutes to answer | 2 |
| Case read aloud, one in-depth question, 40 minutes to answer | 27 |
| Cases handed out one week prior, three to four topic-focused questions, 40 minutes to answer | 59 |

*Percent is <100 because 12% of students did not answer the survey question.
to new but similar problems. Therefore, the lack of time for reiteration and reflection may have prevented gains in student critical thinking skills.

The lack of significant effect of CL cases on student critical thinking skills reported here is not completely unexpected. Other reports on studies of CL or PBL effect on student critical thinking skills for courses within CLS curricula have varied in results. Two of these studies had design limitations. One of these studies used groups only for completion of course examinations instead of for student “knowledge construction”. This is not a generally accepted method of CL and may have hampered any intended benefit of group work. The second study in which student examination performance was analyzed was limited by two factors. First, the PBL activity was only six weeks in duration and was not continued through the following year of instruction prior to examination. Second, the data presented were from student performance on certification examinations in which the majority of questions are recall level and do not test critical thinking skills. A third study by Bose was well-designed and rigorously used CL techniques but failed to show any significant difference in mean examination scores of students instructed with CL versus lecture. Additionally, this same study failed to show any differences in students’ perception of teamwork knowledge, skills, and ability.

Positive effects of PBL in CLS education are limited to two reports of subjective faculty evaluation of student critical thinking skills and learning motivation. Although faculty who use CL and PBL generally believe that these instructional methods enhance student critical thinking skills, the studies reported here and elsewhere do not seem to support that view. However, we support an alternative conclusion, which is that these studies failed to show significant differences in critical thinking attributable to CL or PBL because the measures used to assess critical thinking skills were inadequate. Since discipline specific critical thinking skills require discipline specific knowledge, students may answer a question designed to measure critical thinking skills incorrectly if they lack the relevant knowledge. It may be that significant gains in critical thinking skills have been made in CL or PBL versus lecture, but we have been unable to adequately assess those skills.

The current study shows that class attendance was significantly higher on CL case days compared to lecture days. It may also be observed that class attendance decreased as the semester progressed and that attendance tended to be lowest on Fridays. General observation by the instructor also suggests that attendance on lecture days was improved compared to previous semesters. However, this point cannot be objectively tested since attendance was not recorded for the baseline semester, and the class met at a different time of day for the baseline semester. Although a statistical difference in attendance was demonstrated for case days compared to lecture days for the intervention semester, one must keep in mind a serious confounding factor: the students received 13% of their course grade from case studies, and attendance and group participation was mandatory to earn these points. Indeed, students commented in the focus group that many would have skipped class on Friday if case study participation were not mandatory. In retrospect, it seems that scheduling of the cases on Fridays was fortuitous. Since the instructor was hoping to increase student attendance with the use of CL cases, future use of CL cases will continue to encourage CL case participation through point incentives and to schedule cases on Fridays.

An additional and not wholly unexpected benefit of CL cases was significantly improved composite course/instructor ratings for instructor involvement and student-instructor interaction. Traditional lectures do not encourage students to ask questions or comment on the material in the classroom. The small group format of the CL cases may allow students to crystallize concepts and questions in their group with their peers prior to consulting the instructor, if that was deemed necessary. Once a dialog was initiated in the small groups, it appeared that students were freer to ask questions during the lecture and outside of their groups, thereby improving overall student-instructor interaction and the ability of the instructor to become more involved with the student’s learning.

The opportunity to discuss course material in small groups of students also appeared to improve student perception of their comfort and understanding of course material. Student opinion of their comfort and understanding due to CL cases improved

<table>
<thead>
<tr>
<th>Table 4. Instructor observations on the use of CL cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cases in groups made it exciting to be in the classroom</td>
</tr>
<tr>
<td>Case discussion assisted identification of student</td>
</tr>
<tr>
<td>misconceptions</td>
</tr>
<tr>
<td>Overall class attendance increased even on lecture days</td>
</tr>
<tr>
<td>Case studies got students talking and initiated more</td>
</tr>
<tr>
<td>questions in lectures</td>
</tr>
<tr>
<td>Proper design and implementation of CL cases is</td>
</tr>
<tr>
<td>time-consuming, but worth it</td>
</tr>
</tbody>
</table>
This study was supported by a Lilly E220 some of which were not anticipated prior to use of the CL advantages of the instructional method (listed in Table 4), also enjoyed the CL case activities and observed several majority of students enjoyed working with their peers and focus group were very positive regarding the CL cases. The unable to detect it. Additionally, student comments in the critical thinking skills did indeed improve and that we were ing skills were assessed in this study, it may be that student Due to the limitations in the way in which critical think effect on student critical thinking skills, the instructor is still enthusiastic about using this instructional method again. One of the limitations of the reported CL case design discussed above was the lack of time for student reiteration and reflection. This was viewed by the instructor as a significant flaw in the CL cases. As a result, when CL case activities are used again for the same course, the instructor plans to devote two consecutive class sessions to each CL case. The first class session will have the students meet in groups to answer the case questions (as currently described). The second additional class session will entail class-wide discussion of student group answers to all of the questions followed by 10 to 15 minutes for groups to revise their written answers to their questions for additional points. Although this study found that utilizing CL cases had no effect on student critical thinking skills, the instructor is still enthusiastic about using this instructional method again. Due to the limitations in the way in which critical thinking skills were assessed in this study, it may be that student critical thinking skills did indeed improve and that we were unable to detect it. Additionally, student comments in the focus group were very positive regarding the CL cases. The majority of students enjoyed working with their peers and valued the CL cases for a variety of reasons. The instructor also enjoyed the CL case activities and observed several advantages of the instructional method (listed in Table 4), some of which were not anticipated prior to use of the CL cases. As a result, the CL cases will continue to be used in upcoming semesters with some minor modifications to the design as discussed above.
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Screening for Diabetes: Sensitivity and Positive Predictive Value of Risk Factor Total

KRISTINA JACKSON BEHAN

OBJECTIVE: Screening for diabetes is recommended for individuals ≥45 years of age, or earlier if they manifest ≥ one specific risk factors. This study examined the sensitivity and positive predictive value (PPV) of risk factor total for identifying individuals with diabetes and prediabetes.

DESIGN: Subjects were interviewed to assess the presence of risk factors. Fasting plasma glucose levels were obtained.

SETTING: The study occurred at a health fair in Greensburg, PA.

PATIENTS: Six hundred sixty-one Caucasians between the ages of 19 and 100.

RESULTS: Using the criterion of screening individuals with ≥ one risk factors detected 100% of both diabetics and prediabetics. This dropped to 91.2% when screening individuals with ≥ two factors. The PPV of the risk factor total was poor (80% of individuals with a total of four factors were not diabetic). The ability of the risk factor total to predict individuals with impaired glucose metabolism (prediabetics + diabetics) was considerably better, and increased almost linearly with the risk factor total. Of the subjects with normal glucose values, the mean glucose increased as the risk factor total increased.

CONCLUSION: While the sensitivity of using ≥ one risk factor as an algorithm to screen is 100% for identifying diabetics, the PPV of risk factor analysis for identifying diabetics is poor. The same algorithm works well to identify at-risk individuals, presumably allowing early intervention and education.

Hyperglycemia is a risky business. Elevated glucose levels in diabetes mellitus are associated with the risk of retinopathy, kidney failure, and neurologic damage. Coronary vascular disease is strongly associated with diabetes; in fact, it is the leading cause of diabetes related deaths. An individual with diabetes has the equivalent risk of suffering a major coronary event as a person who already has coronary heart disease. An increasing number of Americans are exposed to this risk: 6.3% of the U.S. population can be classified as diabetics. A diagnosis of diabetes can be made three ways. The first is by an individual having the classic symptoms of diabetes, e.g., polydipsia, polyuria, and unexplained weight loss, and a casual glucose value ≥11.1 mmol/L (200 mg/dL). The second is by an individual having a fasting plasma glucose (FPG) ≥7.0 mmol/L (126 mg/dL), confirmed by repeat testing on a different day. The third method is a two-hour post glucose load value ≥11.1 mmol/L (200 mg/dL) during an oral glucose tolerance test, repeated on a different day. The cutoff values are based on the increased incidence of retinopathy that is associated with glucose values at or above these levels. There is no threshold glycemic value that predicts macrovascular risk.

Individuals who have type 2 diabetes may already bear some of its ‘scars’ at the time of diagnosis. Newly detected type 2 diabetics have a higher degree of early atherosclerosis than non-diabetics. Nephropathy may be found at this time as

ABBREVIATIONS: FPG = fasting plasma glucose; PPV = positive predictive value.

INDEX TERMS: diabetes mellitus; euglycemia.
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well; therefore, newly diagnosed diabetics should be screened for microalbumin.\(^1\) Frank diabetes follows a ‘prediabetic’ period. Recently, the FPG range that defines this stage has been lowered to include 5.6 mmol/L to 6.9 mmol/L (100 mg/dL to 125 mg/dL); 21.1% of Americans age 40 to 74 fall into this new range.\(^4,7\) Individuals with prediabetes have a relative risk of heart disease of 1.19 to 1.33 compared to euglycemic individuals.\(^8,9\) The benefit of classifying an individual as prediabetic is to intervene and attempt to prevent subsequent diabetes. Several studies have shown that life style changes and/or pharmacologic therapy targeted at prediabetics can substantially reduce the incidence of progression to diabetes.\(^10\)

The American Diabetes Association does not recommend screening the general population for diabetes, but instead uses a risk-based approach. Since age is a risk factor in becoming diabetic, screening should begin at age 45, and be performed every three years thereafter.\(^11\) Other factors that are associated with increased risk of developing diabetes are being overweight (body mass index \(\geq\) 25 kg/m\(^2\)), family history of diabetes, race other than Caucasian, hypertension (even if treated), dyslipidemia, history of gestational diabetes or delivering a baby \(>\) nine pounds, and habitual physical inactivity. Individuals that have one or more of these risks should be screened for diabetes at a younger age.\(^11\) The correlation between risk factors and diabetes is not expected to be 100%, but the greater the number of risk factors, the greater the chance is that an individual has or will develop diabetes.\(^11\) Risk factor assessment is a simple method for prediction, does not weight any factor higher than another, and does not take into account possible interactions between the factors. Its advantage is that it is easy to perform, all factors have an equivalent risk, and they are summed. If an individual has one or more risk factors, the physician may decide to screen the individual for diabetes before their 45th birthday.

This study enrolled a large group of Caucasian men and women who attended a community health screen, and correlated the risk factor total to the prevalence of diabetes and prediabetes in that population to determine the sensitivity and PPV of risk factor total as a screening tool for diabetes. This study also examined the level of FPG in euglycemic individuals with respect to risk factor total.

**MATERIALS AND METHODS**

Subjects were solicited at a health fair in Greensburg, Pennsylvania in April 2003. Six hundred sixty-two people (264 males and 398 females) enrolled in the study. Each completed a health survey and provided informed consent. Subjects ranged in age from 19 years to 100 years, with a mean of 60.6 (SD 14.0) and a median of 61. All of the subjects were non-Hispanic Caucasians except for one African-American man. Because race other than Caucasian is a known risk factor for diabetes, and only one participant was not Caucasian, he was excluded from this study. Survey materials were approved by the Institutional Review Board at the University of West Florida. There was no financial incentive for participation. Participants were fasting 10 to 12 hours prior to phlebotomy.

Samples were collected in lithium heparin tubes with separator gels and centrifuged within one hour of collection. Testing was performed on a Roche Hitachi Modular\(^\text{®}\) Analytics Instrument (Roche Diagnostics Corporation) at Westmoreland Regional Hospital in Greensburg PA by a qualified technical staff. The population was sorted into three groups using FPG value and history of diabetes: nondiabetics with FPG \(<\) 5.6 mmol/L (99 mg/dL) were classified as euglycemics, nondiabetics with FPG between 5.6 mmol/L and 6.9 mmol/L (100 to 125 mg/dL) were classified as prediabetics, and individuals with a history of diabetes were classified as diabetics regardless of their FPG. Individuals with no history of diabetes but with FPG \(\geq\) 7.0 mmol/L (126 mg/dL) were classified as diabetics for this study; in a clinical situation, most of these individuals would require a second FPG or a glucose tolerance test to confirm that assessment. Prevalence of diabetes and prediabetes in the group was compared to national prevalence using a Chi-square Goodness of Fit test, and differences were considered to be statistically significant when \(p \leq 0.05\).

The categories of risk factors were: family history of a first-degree relative with diabetes, body mass index \(\geq\) 25 kg/m\(^2\), age \(\geq 45\), history of hypertension, HDL \(\leq\) 0.91 mmol/L (35 mg/dL) or triglycerides \(\geq\) 2.82 mmol/L (250 mg/dL), history of gestational diabetes, or birth of a baby over nine pounds. No assessment was made for physical inactivity. Risk factors were assigned a value of 1 if they were present and a value of 0 if they were absent. The total number of risk factors was summed for all participants. The PPV of a risk factor was calculated by dividing the total number of diabetics in each risk factor total category (true positives) by the total number of individuals in each category (true positives + false positives). The PPV of a risk factor for determining impaired glucose metabolism was calculated by dividing the total number of individuals with a FPG \(\geq\) 5.6 mmol/L (100 mg/dL) and/or a diagnosis of diabetes in each risk factor total category (true positives) by the total number of individuals in each category (true positives plus false positives).
For the analysis of the euglycemics, all of the nondiabetics with FPG <5.6 mmol/L (100 mg/dL) were sorted by risk factor total category, and the means of the FPG were calculated for each category. Analysis of variance (ANOVA) was used to determine the probability that the difference in the means arose by chance, and was considered to be statistically significant if $p \leq 0.05$.

**RESULTS**

The participants were categorized as normal, prediabetic, or diabetic, and then sorted by risk factor total (Table 1). Forty-six individuals were classified as diabetics (6.9%); ten of these were unaware of their potential diabetic status. This compares well to the national prevalence of 6.3% ($\chi^2 = 0.610, p = 0.7371$). All of the diabetics had at least one risk factor: <1% of the participants with one risk factor were diabetic, and this increased to 4.3% with two risk factors, 8.1% with three risk factors, 20.3% with four risk factors, and 54.5% with five risk factors. Only one participant had six risk factors, and this person was diabetic. The sensitivity of risk factor total to predict diabetes in this population was 100% for $\geq$ one risk, and dropped to 97.8% for $\geq$ two risks. Low values of risk factor total were nonspecific for diabetes in this population, and gave a high false positive rate. The PPV is a statistic that correlates the number of true positives with the number of false positives, and is a better indicator of the success of risk factor total in identifying diabetics. The formulae for calculating sensitivity, specificity, PPV and PPN are shown in Figure 1. The PPV of risk factor total for identifying diabetics is depicted in Figure 2 as closed squares.

The number of prediabetics was similar to the national prevalence as well: 135 of the participants (20.4%) fell into the newly defined range for prediabetes. Participants with one risk factor (8.9%) were prediabetic, increasing to 18.8% with two factors, 32.9% with three factors, 31.1% with four factors and 9.1% with five factors. The sensitivity of risk factor total to predict prediabetes was 100% for $\geq$ one risk, and dropped to 88.9% for $\geq$ two risks. The PPV of risk factor total for identifying individuals that have impaired glucose metabolism, that is those who are either prediabetic or diabetic, is depicted in Figure 2 as closed triangles.

The proportion of euglycemics in each risk factor group steadily decreased as the risk total increased, yet 49% of the participants with four risk factors and 36% with five risk factors were euglycemic. Analysis of variance was performed to examine the FPG mean for each risk factor total. Figure 3 shows the mean FPG of the euglycemics sorted by risk factor total. The lowest FPG was found for individuals with no risk factors (4.5 mmol/L or 83 mg/dL). The FPG mean increased with the risk total to a high of 5.2 mmol/L (95 mg/dL) in individuals with a five total risk factors ($p <0.0001$).

**DISCUSSION**

This Caucasian population approximated the national trends for diabetes and prediabetes, and showed that risk factor total is a sensitive method to predict individuals at risk for diabetes. The use of the risk total, however, showed a poor PPV for diabetes because it is nonspecific (Figure 2). For individuals with as many as four risk factors only 20% were diabetic, and for individuals with five risk factors 55% were diabetic. Risk factor total showed a better PPV for impaired glucose metabolism, that is either a FPG $>5.5$ mmol/L (99 mg/dL) or history of diabetes. The
PPV was lowest for a total of one factor (9.5%), and showed an almost linear increase up to 60% for individuals with five risk factors.

The American Diabetes Association recommends that individuals ≥45 years old be screened for diabetes every three years. Younger individuals should be considered for screening if they are obese or have any other ‘risk factors’. This leaves the decision to screen up to the physician. If the physician chose to screen all individuals with at least one risk factor, all of the diabetics in this study group would have been identified (100% sensitivity); that approach would have identified 100% of the subjects who were prediabetic as well. If, instead, the physician used the requirement of two or more risk factors before screening, he/she would miss 9.5% of the at-risk population.

Of the 25 individuals with no risk factors, all were euglycemic. This group had the lowest mean FPG, 4.5 mmol/L (83 mg/dL). It is interesting that the mean FPG increased as the risk factor total increased in the euglycemic subjects, and suggests that the individuals with a larger number of risk factors may be on the verge of becoming prediabetic. The recommendations for screening do support more frequent glucose testing in individuals who are high risk. It appears from this study that more frequent screening of this group is indeed prudent. It is possible that these individuals suffer from impaired glucose tolerance, and would be reclassified if they were tested by a two-hour glucose tolerance test.

The American Diabetes Association Website offers a quiz to determine at-risk individuals, using weight, age, obesity, and physical activity as major predictors for diabetes. The present study did not assess physical activity and treated all risk factors as equivalent, but it was nevertheless able to identify all subjects with impaired glucose metabolism. One limitation of this study is that there were relatively few subjects who had no risk factors. This study was performed on Caucasians only, and other race groups may show different results.

Many of the risk factors for diabetes are beyond the control of the individual, for example age, race, and family history. Other factors like hypertension, GDM, and dyslipidemias are in many instances linked to overweight and obesity. It is not surprising that there is a wave of increased diabetes in the U.S. that is concomitant with an increase in obesity.

Although the use of risk factor total showed a poor PPV for identifying diabetics in this study, it showed a good PPV for identifying individuals at risk for diabetes, both prediabetics and euglycemics. The current recommendation to screen all individuals for diabetes at age 45 or younger if they have one or more risk factors...
appears to be appropriate. Based on this study, screening individuals with one or more risk factors would result in 100% sensitivity for identifying individuals early who are at risk for the microvascular and macrovascular complications that are associated with hyperglycemia, and allow education, intervention and follow-up.
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Students’ Perceptions of Laboratory Science Careers: Changing Ideas with an Education Module

DANIEL HAUN, ARGIE LEACH, LOUANN LAWRENCE, PATSY JARREAU

OBJECTIVE: To assess the effectiveness of a Web-based education module in changing students’ perceptions of laboratory science careers.

DESIGN: Perception was measured with a short examination and then a Web-based exercise was presented. Following the exercise, the test was administered again. Frequency data from the pre-test and post-test were compared for changes in perception. The correlated pre-test/post-test pairs were also examined for opinion changes and these were analyzed for significance.

SETTING: Large parochial high schools in New Orleans, Louisiana. A small team visited the schools during their appointed class times for biology.

PARTICIPANTS: Study participants were high school biology students in grades 9–10. Two-hundred-forty-five students participated (149 male and 96 female).

INTERVENTIONS: A Web-based exercise on blood film examination was presented to the students in a classroom setting (www.mclno.org/labpartners/index_03.htm). The exercise contained focused messages about: 1) the numbers of healthcare workers acquiring AIDS from on-the-job exposure and 2) common career paths available to the laboratory science workforce.

MAIN OUTCOME MEASURES: The shift in perception of:
- what medical service generates the most diagnostic data
- which professional group performs laboratory tests
- the risk of acquiring AIDS while working in the healthcare setting
- interest in a science-related career
- how much education is required to work in a science-related field

RESULTS: The intervention significantly shifted perception in all areas measured except that of interest in a science-related career.

CONCLUSIONS: Many students perceive that the risk of acquiring AIDS while working in the healthcare setting is “high”. Web-based presentations and similar partnerships with science teachers can change perceptions that might lead to increased interest in clinical laboratory science careers.

ABBREVIATIONS: CCCLW = Coordinating Council on the Clinical Laboratory Workforce; CLS = clinical laboratory scientist; CLT = clinical laboratory technician.

INDEX TERMS: community outreach; community-institutional relations; career choice education; Internet education.
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Recruitment of qualified applicants is a high priority for clinical laboratory science (CLS) and clinical laboratory technician (CLT) educational programs in Louisiana and in most areas of the nation. Currently there is a national shortage of qualified laboratory personnel as evidenced by a current national vacancy rate of 7.0% for CLSs and 8.6% for CLTs. Based on demographic information from the ASCP member database, more than 72% of the current laboratory workforce is older than 40 years of age. It is predicted that attrition in the profession due to retirement will decrease the workforce dramatically during the next 10 to 20 years. The demand for certified CLSs
and CLTs will continue to increase as the nation ages and the proportion of elderly needing healthcare continues to increase.3 The number of CLS programs in the nation has decreased 62% during the last 19 years.3 The increasing demand and decreasing supply of qualified laboratory workers make recruitment a problem that requires intensive effort.4

One of the reasons for lack of qualified applicants is lack of knowledge of the profession as a possible career path. It is often said that CLS is the “hidden profession”. The Coordinating Council on the Clinical Laboratory Workforce (CCCLW) is comprised of representatives from various laboratory professional organizations, industry groups, and government agencies. It was established to develop a strategic plan to address the shortage of clinical laboratory personnel. One of the objectives of the CCCLW is to increase the awareness of the profession as a career choice by designing projects to facilitate a relationship with K–12 school systems, high school guidance counselors, and science teachers.5

In 2000 and 2001, two summit meetings of the CCCLW were held. In Summit I (June 2000), four breakout groups identified the “components of the problem”. All four groups cited image and public recognition as components and three of four groups cited “danger” as a component of the problem, using the words “danger”, “dangerous”, and “dangerous working conditions” as component descriptors.6 The report for Summit II cites the “risk of infectious disease” as one of the seemingly recognized reasons for instability in the clinical laboratory labor pool supply.7

The project described in this paper was designed to reveal the profession to prospective students by providing resources, lesson plans, and support from local laboratory workers for middle school and high school science teachers. By giving teachers a resource that is easily accessible and providing an incentive for use in their classrooms, more students will be introduced to CLS/CLTs earlier in their education. Many middle school and high school students who think they may be interested in science-based careers.

PURPOSE
The purpose of the study is to assess the effectiveness of a Web-based education module in changing the students’ perceptions. A pre-test and post-test were used to measure perception and to assess ideas for changing the perceptions of high school students about CLS careers. The tests sought to measure the student’s awareness of the laboratory workforce, the perceived danger of contracting HIV while working in the healthcare setting, and general interest in and knowledge of science-based careers.

METHOD
A team of two technologists visited biology classrooms with a computer-based exercise on blood film examination. The entire exercise was conducted during the normal class period in a 50-minute time frame. A pre-test was administered consisting of six multiple-choice questions and four statements with Likert scales to assess perception. The exercise was then conducted and a post-test was administered. The post-test frequency data was then compared to the pre-test frequency data to assess the effectiveness of the interventions. The correlated (paired pre- and post-test) data were also examined to quantitate number of students who changed their perceptions following the intervention.

TEST DESIGN
The pre-test and post-test were identical in content and began with five multiple-choice questions covering the topical substance of the exercise. These five questions were not graded for the purpose of the study but were included to enhance the interest and participation of the students. To measure the perception of image and public recognition, we designed one multiple-choice question and one Likert scale item (Figure 1, numbers 6 and 7). To measure the perception that healthcare careers were dangerous, we used a Likert scale item on the probability of acquiring HIV/AIDS (Figure 1, number 8). We chose this because preliminary interviews with students indicated that HIV could be a feared consequence of working in healthcare. One Likert scale item asked about interests in science-related careers (number 9) and finally one Likert scale item addressed the availability of science-related careers without an advanced degree (number 10).

SAMPLE
Teams presented the intervention to eleven general biology classes at large parochial high schools, grades 9 and 10. A total of 245 students were surveyed (149 males and 96 females). The schools were chosen because of high teacher interest, which facilitated scheduling.

MATERIALS
The intervention consisted of a Web-based module that was delivered locally from a notebook computer and projected...
to the class using a liquid crystal display projector. The module contains many elements and teacher resources, e.g., image galleries and science project ideas, but only four elements (listed below) were presented to the class.
1. An overview presentation of the complete blood count and WBC differential – 10 minutes.
2. A short presentation on the risk of acquiring HIV in the healthcare setting – 2 minutes.
3. A short presentation on the career path for CLSs and CLTs – 2 minutes.
4. A blood film examination exercise that simulated a twenty-five cell differential on two patients – 35 minutes.

**PROCEDURE**
The team was introduced by name and university affiliation to the class by the teacher, and the team immediately distributed the pre-test. After approximately five minutes, the pre-tests were collected. One team member began the presentation with the introduction to the CBC and blood film examination. Next, the presenter initiated the blood film exercise on the first ‘patient’. As the exercise was started, it was interrupted with a short ‘commercial’ explaining the risk of acquiring HIV while working in the healthcare setting (Figure 2). The exercise required students to identify common white blood cells, calculate percentages, and evaluate the results by comparison with reference ranges. Finally, the students were to determine the likely diagnosis from the numerical data using information presented in the introduction.

Then the presenter started the second ‘patient’ presentation that contained a second ‘commercial’ on the career paths for laboratory science (Figure 3). Career paths for technologist and technician were discussed along with salary expectations. ‘Patient two’ was then evaluated in the same manner as patient one. The class worked as a team with members calling out cell types and the presenters settling disputes by using the embedded help screens.

**RESULTS**
Data are presented and discussed in two sets:
1. Frequencies of all responses expressed in percent: the pretest frequency data is presented in Table 1 and post-test frequency data is presented in Table 2. Only questions with answers were tallied for the frequency data and the number tallied varies by question.
2. Correlated data, expressed in number of students: individual pre and post responses are compared and evaluated using the McNemar test for correlated samples to assess the significance of the change in opinion. These results are displayed in Table 3. Students who answered in one test but not in the other test were not included in the McNemar test. For the correlated data, values of $p < 0.05$ are considered to be significant.

**Responses to specific items**
Most diagnostic data is generated by the laboratory.

The frequency analysis showed that in the pre-test, 65% of students rec-
ognized that the laboratory generated the majority of diagnostic data and this increased to 90% in the post-test. The correlated data analysis showed that seventy students changed their perception toward the laboratory and only three changed in favor of other disciplines, which is a significant change. For the correlated analysis, eleven students did not answer the question, either in the pre-test or post-test and were excluded.

Most blood tests are performed by doctors and nurses.

The frequency analysis showed that initially 71% of students indicated that blood tests are performed by doctors and nurses but after the exercise this dropped to 33%. In the correlated analysis, 117 students changed their mind toward the laboratory position and only 11 changed toward the doctors and nurses, which is a significant change. For the correlated analysis, one student did not answer the question in the pre-test and was excluded.

I would rate the danger of catching AIDS in a healthcare career as extremely low.

Frequency analysis indicated that, before the exercise, only 29% agreed that the chance of catching AIDS in a healthcare career was ‘extremely low’ but after the exercise, this perception increased to 77%. The correlated analysis showed that 137 students changed their minds from ‘disagree’, while only 17 changed from the ‘agree’, which is a significant change.

I am very interested in a science-related career.

Frequency analysis showed that, in the pre-test 57% of students indicated a high interest in a science-related career and this increased slightly to 60% post-intervention. The correlated data showed that 34 changed their mind from the ‘disagree’ position while 21 changed from the ‘agree’ opinion and this change is insignificant.

Most science careers require an advanced doctorate degree, e.g., PhD or MD.

Frequency data reveal that 72% agreed before the exercise; this decreased to 55% after the session. Most students in the post-test still thought that an advanced degree was necessary. The correlated analysis showed that 78 students changed their mind from the ‘agree’ position while only 22 changed from the ‘disagree’ position, which is significant.

DISCUSSION

The data suggest that while most students understand that the laboratory provides diagnostic data, they mostly perceive that laboratory tests are performed by doctors and nurses. The data further suggest that the intervention
### Table 1. Pretest frequency data for all students in percentage of responses to each available choice

<table>
<thead>
<tr>
<th>Most diagnostic data is generated by the</th>
<th>Doctors</th>
<th>Nurses</th>
<th>Radiology</th>
<th>Laboratory</th>
<th>N*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>17.5%</td>
<td>6.3%</td>
<td>9.6%</td>
<td>66.7%</td>
<td>240</td>
</tr>
<tr>
<td>Most blood tests are performed by doctors and nurses</td>
<td><strong>Strongly agree</strong> 20.6%</td>
<td><strong>Agree</strong> 52.3%</td>
<td><strong>No opinion</strong> 8.2%</td>
<td><strong>Disagree</strong> 16.5%</td>
<td><strong>Strongly disagree</strong> 2.5%</td>
</tr>
<tr>
<td>I would rate the danger of catching AIDS in a healthcare career as extremely low</td>
<td>7.0%</td>
<td>21.9%</td>
<td>19.8%</td>
<td>38.4%</td>
<td>12.8%</td>
</tr>
<tr>
<td>I am very interested in a science-related career</td>
<td>21.2%</td>
<td>36.9%</td>
<td>22.0%</td>
<td>13.3%</td>
<td>6.6%</td>
</tr>
<tr>
<td>Most science careers require an advanced doctorate degree, e.g., PhD or MD</td>
<td>20.7%</td>
<td>53.5%</td>
<td>13.3%</td>
<td>10.8%</td>
<td>1.7%</td>
</tr>
</tbody>
</table>

* N varies by question because some students did not answer all questions

### Table 2. Post-test frequency data for all students in percentage of responses to each available choice

<table>
<thead>
<tr>
<th>Most diagnostic data is generated by the</th>
<th>Doctors</th>
<th>Nurses</th>
<th>Radiology</th>
<th>Laboratory</th>
<th>N*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.7%</td>
<td>2.9%</td>
<td>2.9%</td>
<td>92.5%</td>
<td>239</td>
</tr>
<tr>
<td>Most blood tests are performed by doctors and nurses</td>
<td><strong>Strongly agree</strong> 10.2%</td>
<td><strong>Agree</strong> 22.9%</td>
<td><strong>No opinion</strong> 7.3%</td>
<td><strong>Disagree</strong> 35.5%</td>
<td><strong>Strongly disagree</strong> 24.1%</td>
</tr>
<tr>
<td>I would rate the danger of catching AIDS in a healthcare career as extremely low</td>
<td>42.9%</td>
<td>34.3%</td>
<td>7.3%</td>
<td>9.4%</td>
<td>6.1%</td>
</tr>
<tr>
<td>I am very interested in a science-related career</td>
<td>22.0%</td>
<td>38.4%</td>
<td>24.1%</td>
<td>9.8%</td>
<td>5.7%</td>
</tr>
<tr>
<td>Most science careers require an advanced doctorate degree, e.g., PhD or MD</td>
<td>13.1%</td>
<td>42.2%</td>
<td>13.9%</td>
<td>27.5%</td>
<td>3.3%</td>
</tr>
</tbody>
</table>

* N varies by question because some students did not answer all questions
both increased the awareness of the clinical laboratory and largely recalibrated the myth that doctors and nurses perform the 'blood tests'.

In the pre-test, a majority of students disagreed with the statement that the risk of catching AIDS in a healthcare career was 'extremely low'. This suggests that the perceived dangers of contracting an infectious disease could be a significant deterrent to choosing a career in healthcare. The short 'commercial' which simply presented the data on occupationally acquired AIDS cases was highly effective in changing this perception. The data suggest that all healthcare career information should contain the facts on workplace safety.

The exercise seemingly did not increase interest in science-related careers. This increase was hoped for and predicted by teachers on the module design team. The reasoning was that the exercise would demonstrate a practical science-based occupation, where one could practice without an advanced degree. The exercise did change ideas about the necessity of an advanced degree, which might increase interest in the field. However, a majority of students continued to believe that an advanced degree was necessary for a science-based career.

CONCLUSION
The two CCCLW meetings on the shortage of clinical laboratory personnel identified many important components of the problem and the workgroups offered an array of opportunities to intervene. Among the opportunities suggested was a Web-based education module for K–12 educators to improve the image and awareness of the profession. This study demonstrates that such a module could be effective in increasing awareness in high school students and in recalibrating false perceptions and fears that might discourage potential candidates. The study is limited because the module was not delivered via the Internet but was done in a live presentation to facilitate data collection. There is little doubt that the presenters added interest and emphasis that is otherwise absent when a student visits a Web page. However, as this Web-based exercise is available to laboratorians and educators alike, we offer that a grass-roots effort based on local partnerships (laboratorians working with science teachers) may significantly increase the number of students interested in laboratory careers.

The effect of the laboratorian/teachers partnership was not measured by this study but both groups reported a high level of satisfaction with the experience. Ideas for future collaborations are being discussed and a new project to help teachers obtain low cost digital microscopes has already been initiated. Others seeking to mimic this study could take advantage of an updated and expanded version of the Website at http://www.mclno.org/labpartners/index.htm.

### Table 3. Correlated test data for individual changes in opinion

<table>
<thead>
<tr>
<th>Changed opinion in favor of statement</th>
<th>Changed opinion against statement</th>
<th>N</th>
<th>Did not answer*</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most diagnostic data is generated by the lab</td>
<td>70</td>
<td>3</td>
<td>234</td>
<td>11</td>
</tr>
<tr>
<td>Most blood test are performed by doctors and nurses</td>
<td>11</td>
<td>117</td>
<td>244</td>
<td>1</td>
</tr>
<tr>
<td>I would rate the danger of catching AIDS in a healthcare career as extremely low</td>
<td>137</td>
<td>17</td>
<td>245</td>
<td>0</td>
</tr>
<tr>
<td>I am very interested in a science-related career</td>
<td>34</td>
<td>21</td>
<td>245</td>
<td>0</td>
</tr>
<tr>
<td>Most science careers require an advanced doctorate degree, e.g., PhD or MD.</td>
<td>22</td>
<td>78</td>
<td>245</td>
<td>0</td>
</tr>
</tbody>
</table>

* Answered in one test but not in the other. Those who did not answer in both tests were counted as not changing answer (opinion).
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POSITION ADVERTISEMENT
Dean, College of Allied Health Sciences
The University of Tennessee Health Science Center
Memphis, TN

The University of Tennessee Health Science Center (UTHSC) seeks nominations and applications for the position of Dean of the College of Allied Health Sciences. Founded in 1972, the College is located on a large health science center campus with seven other colleges (Dentistry, Medicine, Nursing, Pharmacy, Graduate Health Sciences, Health Science Engineering, and Social Work). The 35 full-time faculty of the College offer six programs whereby the 300 students can obtain a baccalaureate degree in Cytotechnology, Dental Hygiene, Health Information Management, and Medical Technology; a master’s degree in Occupational Therapy; and a doctorate in Physical Therapy. Postprofessional degrees are awarded in Clinical Laboratory Sciences, Dental Hygiene, and Physical Therapy (both MSPT and ScDPT). The Dean reports to the Chancellor of UTHSC and serves as the chief academic and administrative officer of the College. The Dean is responsible for the educational, service, and research programs; personnel matters within the College; budget; and physical facilities. The University seeks a leader with a proven record in administration and management in academics and someone with a commitment to further developing the College and the programs within the College.

Applicants must have: 1) an earned doctorate and be certified as an allied health professional in one of the areas offered by the programs in the College; 2) teaching, research, and scholarly experience; 3) substantive academic administrative experience at the departmental level or higher; 4) demonstrated ability to interact and negotiate successfully with both internal and external constituencies; 5) an understanding of the academic and clinical allied health sciences, particularly as they relate to broader health care issues; and 6) a forward-looking vision of the allied health sciences within the university, community, and state. Experience with successful external funding activities and faculty practice plans preferred.

Qualified applicants must submit a letter of interest accompanied by curriculum vitae, and the names and addresses of three references to Dr. David L. Armbruster, Chair, Advisory Search Committee, 877 Madison Avenue, Room 328, UT Health Science Center, Memphis, TN 38163, or by email darmbruster@utmem.edu. The desired starting date is July 1, 2006. Review of applications will begin immediately and will continue until the position is filled.

The University of Tennessee is an EEO/AA/Title VI/Title IX/Section 504/ADA/ADEA institution in the provision of its education and employment programs and services.
OBJECTIVE: To present a case of classical pertussis occurring in previously vaccinated male siblings, 11 and 13 years of age, living in El Paso TX; also to present an overview and update of the changing epidemiology of pertussis including pathophysiology, diagnosis, and treatment.

DESIGN: Nasopharyngeal swabs and blood samples were collected from two male siblings, 11 and 13 years of age, presenting with cold-like symptoms and persistent cough during the second week of infection. Nasopharyngeal swabs were plated onto Bordet-Gengou agar plates and incubated for 48 hours. Blood samples were analyzed for the presence of antibodies (IgM and IgA) against Bordetella pertussis antigens using indirect enzyme linked immunosorbent assay (ELISA).

SETTING: Cultures and serological analysis was conducted at the University of Texas at El Paso, Clinical Laboratory Science Program Research facility.

RESULTS: Bacterial cultures of both children were positive for Bordetella pertussis and the sera revealed positive IgM and IgA antibodies (>11 PANBIO UNITS) against a mixture of antigens including: pertussis toxin, filamentous hemagglutinin, pertactin, and fimbriae.

CONCLUSIONS: Pertussis immunity wanes overtime, leaving most adolescents and adults susceptible to infection. Physicians must be prepared to diagnose and treat pertussis in any age group regardless of vaccination status.

ABBREVIATIONS: AC = adenylate cyclase; DaTP = acellular DTP; DFA = direct fluorescent antibody; FHA = filamentous hemagglutinin; PCR = polymerase chain reaction; PRN = pertactin; UTEP = University of Texas at El Paso.

INDEX TERMS: Bordetella pertussis; pertussis epidemiology; pertussis.
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Bordetella pertussis, the etiological agent of whooping cough, continues to be an important cause of morbidity in the United States. Despite vaccination coverage for over 50 years, pertussis has not been eradicated. Primary vaccination is effective in 80% of the cases. However, this protection is transient making the vaccinated host vulnerable to infection. Recently, major outbreaks of the disease have been documented in highly immunized populations worldwide and throughout the U.S. Data from these outbreaks reveal a remarkable epidemiological shift. Historically, the occurrence of pertussis was primarily in infants or under-immunized pre-schoolers. These recent studies now demonstrate an epidemiological shift of increasing disease in older children, adolescents, and adults. The cause of the increased incidence has not been definitively determined. However, factors such as waning vaccine-induced immunity, vaccine quality, antigenic variation of Bordetella strains, and undetected mild illness in adults and adolescents have been proposed. Outbreak investigations have documented that B. pertussis infections occurring in adults have subsequently been transmitted to other adults and children. Therefore, previously immunized adults and adolescents are an important reservoir for B. pertussis. Pertussis can be difficult to diagnose and is often unrecognized or misdiagnosed in adolescents and adults, since the classic presentation of whooping cough may not be present. In addition, laboratory results may be non-diagnostic if the specimen is not appropriately collected.
is a case of classical pertussis occurring in El Paso TX in male siblings despite vaccination coverage.

CASE PRESENTATION
Two Caucasian male siblings, ages 11 and 13 years, each with a history of asthma, presented with cold-like symptoms and a light persistent cough of 10-day duration. Their pediatrician diagnosed a viral infection with no apparent signs of a serious illness. The patients were treated with cough syrup and decongestants. A couple of weeks later, the boys developed progressive coughing spells with inspiratory whoop and post-tussive vomiting. The boys re-visited their pediatrician’s office, going home without a specific diagnosis or treatment plan, though it was apparent that their condition had worsened considerably. When the mother inquired about the possibility of a pertussis infection, the answer was that the boys were fully vaccinated and such infection was very unlikely. The anguished mother heard about the UTEP Bordetella pertussis research and contacted the investigator. Nasopharyngeal swabs were collected at this time (during the second week of infection) and blood samples were collected for serology. The cultures of both children were positive for Bordetella pertussis and the sera revealed positive IgM and IgA antibodies (>11 PANBIO UNITS) against a mixture of antigens including: pertussis toxin, filamentous hemaglutinin, pertactin, and fimbriae assayed by indirect enzyme linked immunosorbent assay (ELISA) (IgM, IgA ELISA kits, Panbio, Australia).

The mother took the children to a pediatric infectious disease specialist, who made the diagnosis of pertussis. The 13-year-old child had received the complete DPT series (five DPT doses) while the 11-year-old boy received only three DPT doses due to a prior reaction. The two boys and other family members were placed on a course of azithromycin. Both boys and two other family members were placed on a course of azithromycin. Both boys showed clinical improvement thereafter, but persisted with a cough for several weeks.

DISCUSSION
In this era of antibiotics and high vaccination coverage, pertussis has been relegated from a prime childhood killer to a half-forgotten threat. However, during the past few years, evidence shows that pertussis continues to be a threat for North American children and the adult population. Pertussis vaccines have been effective in controlling infant disease, but the transmission of Bordetella pertussis has not been eliminated. Vaccine-induced immunity wanes after five to ten years, allowing vaccinated hosts to become susceptible to infection. This susceptibility is reflected in recent outbreaks in highly vaccinated populations worldwide.

For the past few years, pertussis has been a health concern in Texas. Since March 26, 2000, 14 deaths have been reported, and several outbreaks occurred throughout the state, and more than 200 hospitalizations have been reported in 2002.

The present case report highlights the need for awareness and education of pertussis infections to our communities and for clinicians to consider the diagnosis of pertussis in older children and adults, despite either an atypical clinical presentation or lack of laboratory confirmation. More important, clinicians should not exclude the diagnosis of pertussis based on vaccination status.

PATHOGENESIS AND PATHOPHYSIOLOGY
Pertussis is a highly contagious respiratory disease that is caused by the gram-negative, coccobacillus Bordetella pertussis. Humans are the only reservoir. No animal or vector is known to exist. Transmission occurs through contact with airborne droplets of respiratory secretions. The contagious period is seven days following exposure to the organism and during the catarrhal stage. This period is usually two to three weeks after the onset of symptoms. Pertussis lacks a seasonal pattern, however, most cases occur during the summer and fall. B. pertussis produces several virulence factors that are involved in the pathogenesis of the disease. The following pathophysiological sequence of events has been proposed by Weiss and Hewlett: 1) attachment, 2) evasion of host defenses, 3) local damage, and 4) systemic effects. Two major non-fimbrial adhesions play an important role in attachment: filamentous hemaglutinin (FHA) and pertactin (PRN). Mutants lacking either one are unable to attach ciliated epithelial cells and cause ciliostasis and cell damage. Pertactin stimulates leukocytes to express integrins, which function as receptors for FHA, leading to macrophage phagocytosis via CR3 avoiding oxidative burst and triggering intracellular survival. Following attachment and onset of infection, adenylate cyclase (AC) toxin plays an important role in cell damage and impaired leukocyte function. The cytotoxic activity of the AC results when the enzyme is activated by the host calmodulin leading to uncontrolled production of AMP altering the metabolism of the invaded cell. Tracheal cytotoxin and possibly dermonecrotic toxin are involved in local damage to ciliated cells. It is believed that systemic disease is mediated by pertussis toxin. Despite the identification and purification of a number of antigens and active components of B. pertussis the pathogenesis of infection is poorly understood and the immunity of infection is incompletely defined.
CLINICAL CHARACTERISTICS
Pertussis signs and symptoms manifest after an incubation period of one to two weeks. Typical pertussis has been divided into three clinical phases: catarrhal, paroxysmal, and convalescent. During the catarrhal phase, mild upper respiratory symptoms with progressive cough occur. This phase lasts one to two weeks. Due to the minimal symptoms during this phase, the diagnosis of pertussis is rarely considered. However, the recovery of the organism is the highest at this time.\textsuperscript{29,32} The paroxysmal phase of pertussis is characterized by severe cough classically followed by an inspiratory whoop. Post-tussive vomiting is common and cough paroxysms are worst at night. However, only 6% of the patients exhibit the classic inspiratory whoop.\textsuperscript{3} Most complications of pertussis occur during this phase, including secondary infections (otitis media and pneumonia), trauma associated with paroxysmal cough, and central nervous system abnormalities.\textsuperscript{36} This paroxysmal phase lasts four to six weeks and is the period in which pertussis is easily recognized. During the convalescent or recovery phase there is a gradual decrease of cough until it disappears completely. This phase lasts several weeks. In older persons, adults and adolescents, or those partially protected by the vaccine the manifestation of the disease is atypical. Pertussis may present as persistent cough (>six days) and may be indistinguishable from other upper respiratory infections. Some studies have reported isolation of \textit{B. pertussis} from 25\% or more of adults with cough illness lasting >seven days.\textsuperscript{3,36,37}

DIAGNOSIS
Confirmation of \textit{B. pertussis} infection can be one of the most difficult challenges the clinician can face. The gold standard and preferred laboratory test is isolation of the organism by culture.\textsuperscript{38} Isolation of \textit{B. pertussis} is readily achieved during the catarrhal phase, however it is during this phase that the diagnosis of pertussis is often not suspected, especially in older children and adults.\textsuperscript{33} Specimens from the nasopharynx, not the throat, should be obtained using a calcium alginate or Dacron™ swab. Cotton swabs should not be used because these contain fatty acids, which inhibit bacterial growth.

\textit{Bordetella pertussis} is a very fastidious, slow-growing organism and the use of selective media (Bordet Gengou or Regan-Lowe agar) is required to plate the specimen. Success in isolating the organism declines with prior antibiotic therapy (erythromycin or trimethoprim-sulfamethoxazole) or delay in collecting the specimen. Culture is 80\% sensitive when the specimen is collected during the first two weeks of infection. Sensitivity falls to 15\% after the fourth week and 0\% after five weeks of infection.\textsuperscript{29,40} Nasopharyngeal specimens can also be valuable for the identification of pertussis by direct fluorescent antibody technique (DFA). The advantage this method offers is that the organisms do not have to be viable for detection, and therefore can be detected later in the course of infection. In addition, DFA can be used in the presence of antibiotics. However, DFA should not be used as a sole criterion for laboratory confirmation since various studies have shown low sensitivity and variable specificity.\textsuperscript{29,32,39} Pertussis serology has been useful in clinical studies. It is available in some reference microbiology laboratories but is not yet standardized. Due the lack of reference values in healthy individuals and to the lack of association between antibody levels and immunity, results of serologic tests are difficult to interpret. Cases meeting the clinical case definition and serological positive but culture negative should be reported as probable cases.\textsuperscript{29,41,42} The polymerase chain reaction (PCR) performed on nasopharyngeal material or aspirates has been found to be a rapid, sensitive, and specific method of diagnosis. Polymerase chain reaction tests should be validated and always should be offered in addition to culture but never as a replacement for culture since bacterial isolates are required for evaluation of antimicrobial resistance and for molecular typing.

In contrast to infants, immunized children and adults may not show the typical symptoms of pertussis. More typically, these patients may exhibit an insidious onset and symptoms of a mild, nonspecific upper respiratory tract infection. Pertussis in adults is not well characterized but usually consists of a prolonged cough that may last for weeks or months.\textsuperscript{9,21,26,43} Physicians may not recognize pertussis in older children and adults who do not exhibit the classical illness. In turn, untreated children and adults may serve as a reservoir to susceptible infants.\textsuperscript{8,44} In 1999, approximately 10\% of pertussis cases reported in the U.S. occurred among persons 15 years of age or older, and outbreaks of pertussis among adults and adolescents have been reported worldwide.\textsuperscript{31-34} Several reports indicate that 10\% to 25\% of patients with cough lasting two weeks or longer have been due to pertussis.\textsuperscript{3,45-48} Epidemiological data is limited, but it has been estimated that the incidence of pertussis may be in the range of 170 to 500 cases per 100,000 adults.\textsuperscript{9,45} Although pertussis in adults varies from subclinical infection to persistent cough, the morbidity related with pertussis in adults increases with age. Complications may include pneumonia, rib fracture, hernia, and otitis media.\textsuperscript{49} At present, data from outbreaks, clinical and seroprevalence studies, and surveillance data suggest that adults and adolescents may be a reservoir for \textit{B. pertussis} infection.\textsuperscript{9,17,24,50-54}
In summary, pertussis diagnosis is based on clinical history with supportive laboratory data. Currently no single test offers acceptable sensitivity and specificity in the diagnosis of pertussis. Laboratory diagnosis is limited due to the incomplete understanding of pertussis immunity and poorly understood pathogenesis of infection.

**TREATMENT AND PREVENTION**

Erythromycin has been the drug of choice (14-day treatment), but azithromycin has been an effective replacement and is given for five to seven days. Antibiotic therapy eliminates the organism from secretions thus decreasing communicability and shortening the course of illness if administered early. Trimethoprim-sulfamethoxazole is an effective alternative in patients who cannot tolerate erythromycin. Prophylaxis with either drug should be administered for 14 days to all household contacts and other close contacts of persons with pertussis regardless of age and vaccination status. Management of pertussis during an outbreak requires early recognition and treatment of infected persons and contacts, complete immunization of all susceptible children, and case reporting to public health authorities. Currently, acellular vaccine (DTaP) is recommended for all doses of pertussis schedule. Whole-cell vaccine is no longer recommended in the U.S. The complete series of DTaP consists of four doses given at four to eight week intervals except for the fourth dose, which is given six to twelve months after the third dose in order to maintain adequate immunity for the preschool years. A new booster vaccine for adults and adolescents has been approved recently. This new vaccine has the same components (diphtheria and tetanus toxoids and acellular pertussis antigens) but it is formulated with reduced antigen quantity. The new vaccine is indicated for active booster immunization as a single dose in individuals 10 through 18 years of age.

**CONCLUSIONS**

Introduction of the whole cell pertussis vaccine in 1949 led to the dramatic decline of pertussis and related complications. Nevertheless, the number of pertussis cases has increased steadily during last few years. The growth of an infected adult and adolescent population appears to be the cause of the recent reemergence of pertussis in the U.S. However, the possibility of antigenic variation in circulating strains of *B. pertussis* has not been studied. An optimal control of pertussis could be achieved through the immunization and periodic booster vaccines to adult and adolescent populations. The availability of this new booster vaccine will provide an opportunity to reduce disease incidence and circulation of *B. pertussis* in our communities.

In summary this case highlights the following points:

1. Pertussis is not a disease that occurs just among children. Studies show that children and young infants acquire the infection from parents, grandparents, or other older adults.
2. Physicians should be aware that vaccine immunity to pertussis wanes with time, and that pertussis may occur in any age group regardless of vaccination status.
3. Because of inherent difficulties in the laboratory diagnosis of pertussis, physicians must be prepared to diagnose and treat pertussis clinically in any age group.
4. A greater awareness and more aggressive approach to childhood and adult pertussis could be instrumental in decreasing the risk and ultimately the incidence of infant pertussis.
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OBJECTIVE: This study was undertaken to provide information on the current shortage of clinical laboratory employees and to identify strategies for retaining laboratory employees.

DESIGN: A paper survey was distributed to 800 clinical laboratory managers.

SETTING: The survey was sent to laboratory managers at their work sites.

PATIENTS OR OTHER PARTICIPANTS: 190 usable surveys were returned for a response rate of 24%.

INTERVENTIONS: Surveys were mailed in March 2003.

MAIN OUTCOME MEASURES: The number of CLTs and CLSs considered fully staffed at the laboratory managers’ institutions, the numbers of CLTs and CLSs who left the institutions in a five-year period, and the reasons employees left were tabulated. The managers’ responses to questions on the factors that they considered most important in retaining laboratory employees were tabulated and categorized.

RESULTS: In this five-year period (1998-2002), 5% of employees left their jobs annually. Over 60% of laboratory employees who left did so in the first five years of practice. The top five reasons that employees left their jobs were: 1) new laboratory job, 2) moved/family obligations, 3) retirement, 4) left the field entirely, and 5) employee was fired. In the first year of practice, 15% of the employees who left were fired. Between one and five years of practice, 7.3% left because of the hours or shift, 6.7% left to pursue further education for a non-laboratory career, and 6.7% left the field entirely. In the group of employees who left between five and ten years, 13.5% left the field entirely and 5.2% left for sales or clinical trials positions. Over 40% of the employees with more than ten years of experience who left did so because of retirement.

CONCLUSION: Most laboratory employees who left did so to take another laboratory position; however, reasons for leaving vary with years of experience. The number of laboratory employees leaving the profession exceeds the number of new graduates entering the profession making the retention of employees essential. Laboratory managers identified salary as the most important retention factor.

ABBREVIATIONS: ASCLS = American Society for Clinical Laboratory Science; ASCP = American Society for Clinical Pathology; BLS = Bureau of Labor Statistics; CLMA = Clinical Laboratory Managers Association; CLS = clinical laboratory science; CLSs = clinical laboratory scientists; CLTs = clinical laboratory technicians.

INDEX TERMS: clinical laboratory personnel; job satisfaction; personnel retention; personnel shortage; clinical laboratory staffing; workforce attrition.
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The clinical laboratory profession has been experiencing a personnel shortage for approximately 15 years. Though the
shortages subsided slightly in the mid-1990s, they returned dramatically at the end of the decade.\textsuperscript{2} Renewed efforts in recruiting students and attention to retaining laboratory staff have lessened the shortage slightly as reported in the most recent surveys by the American Society for Clinical Pathology.\textsuperscript{3,4} Such efforts will need to continue in order to maintain the laboratory workforce at current levels; however, it is unlikely that this level will meet the workforce needs of healthcare institutions in the future.

The Bureau of Labor Statistics (BLS) reports that about 297,000 individuals held positions as clinical laboratory scientists (CLSs) and clinical laboratory technicians (CLTs) in 2002.\textsuperscript{5} Unfortunately, it is difficult to get an accurate count of clinical laboratory professionals because they are not licensed in most states. According to the BLS, a growth rate of 10% to 20% per year is expected through 2012 and this equates to a need for up to 59,000 new CLTs and CLSs over the next eight years, or nearly 7,500/year. Although the BLS estimate takes into account average rates of attrition including retirements, the retirement rate is expected to climb as the baby boom generation retires. National professional organizations such as the American Society for Clinical Laboratory Science (ASCLS) estimate the age of their average member to be in the late 40s (unpublished data, 2004). Therefore, the BLS estimate of 7,500 new laboratory professionals needed each year is probably too low.

The majority of new laboratory professionals will be graduates of formal CLT or CLS educational programs. In 2003, the number of graduates of educational programs accredited by the National Accrediting Agency for Clinical Laboratory Science (NAACLS) was approximately 4,000.\textsuperscript{6} In the past few years, national organizations and educational programs have increased recruitment efforts and many programs have seen an increase in the number and quality of students.\textsuperscript{7} Even if all programs were fully enrolled and all the students in the programs graduated, it is unlikely that the number of graduates would meet the projected need for 7,500 new laboratory professionals. It is clear that the current personnel shortage must also be addressed by improving the retention of laboratory employees.

Previous studies of the clinical laboratory workforce have discussed the connection between employee retention and personnel shortages. In a survey of laboratory managers, Gardner and Estry determined that turnover, rather than reduced entrants, was the major factor contributing to the shortage at the end of the 1980s.\textsuperscript{8} They also projected that a low entry rate to the profession would exacerbate shortages by the end of the 1990s.\textsuperscript{9} Other surveys of laboratory managers have yielded recommendations for improving employee satisfaction and retention including increasing salaries, improving recognition, improving opportunities for career advancement, reducing job stress, improving work hours, and allowing staff more control over their work.\textsuperscript{10,11}

Surveys of laboratory practitioners have been consistent in identifying salary as a major issue in employee satisfaction and retention.\textsuperscript{12-17} Poor benefits, job stress, limited advancement opportunities, and lack of recognition are also often mentioned as reasons people are dissatisfied and likely to leave the clinical laboratory profession. In a 2003 survey of laboratory practitioners, salary topped the list of factors considered important for employee retention.\textsuperscript{18} The lack of parity with health professionals who have similar education and experience was the chief source of dissatisfaction with salary. Although not as strongly felt, the second most commonly mentioned source of dissatisfaction was lack of recognition from physicians and nurses. Practitioners also cited the short staffing that leads to long work hours as contributing to employee attrition.

This study was undertaken to provide information on the current shortage of clinical laboratory employees and to identify strategies for retaining laboratory employees. A national survey of laboratory employees who left their jobs would be the most informative in understanding the magnitude of the problem and the reasons for attrition. Because that population cannot be easily reached, a survey of laboratory managers was used to obtain their perspective on why their employees left. Specifically, this study addressed the following questions:

1. Why do laboratory practitioners leave (from their managers’ perspectives)?
2. How many are leaving and when are they leaving?
3. Are reasons for leaving different based on the number of years practitioners have worked, the institution size, or the level of practice (CLT or CLS)?
4. What strategies do laboratory managers think are most effective in retaining employees?

MATERIALS AND METHODS
The researchers prepared a survey, list of definitions, and cover letter for clinical laboratory managers with questions related to the attrition and retention of CLT and CLS practitioners. Laboratory managers were asked to provide the number of CLTs and CLSs that is considered fully staffed at their institu-
tion. For each employee who left in the five-year period (1998-2002), managers were asked to provide the practitioner’s level of practice (CLT or CLS), years of employment, and reason for leaving. Laboratory managers were also asked to identify the factors that they felt were most important for employee retention and to describe the policies or practices that they found most successful in retaining employees. The survey also included demographic questions on geographic location, type of work facility, size of institution, primary job function, licensure, gender, ethnicity, highest degree, and years of experience. To group geographic locations, the American Society for Clinical Laboratory Science (ASCLS) regions were used.

The survey, cover letter, and definitions were reviewed by an advisory board comprised of laboratory managers, practitioners, and educators. The survey was tested in a pilot study using a convenience sample of laboratory managers known to the researchers. The results of the pilot study were reviewed and the survey was revised based on these suggestions. The survey and cover letters were approved by the University Committee on Research Involving Human Subjects of Michigan State University, E Lansing, MI.

The managers selected for the study were identified from the mailing list of the Clinical Laboratory Managers As-

### Table 1. Supervisors’ perceptions of the reasons employees left laboratory positions between January 1, 1998 and December 31, 2002 grouped by years of experience

<table>
<thead>
<tr>
<th>Reason</th>
<th>All employees (n = 1039)</th>
<th>Left ≤1 year (n = 223)</th>
<th>Left &gt;1 and ≤5 years (n = 356)</th>
<th>Left &gt;5 and ≤10 years (n = 155)</th>
<th>Left &gt;10 years (n = 174)</th>
</tr>
</thead>
<tbody>
<tr>
<td>New laboratory job (technical or administrative)</td>
<td>31.7*</td>
<td>32.3*</td>
<td>34.6*</td>
<td>35.5*</td>
<td>19.0*</td>
</tr>
<tr>
<td>Family obligations/moved</td>
<td>18.1</td>
<td>19.7</td>
<td>21.1</td>
<td>19.4</td>
<td>9.2</td>
</tr>
<tr>
<td>Retirement</td>
<td>9.2</td>
<td>0.4</td>
<td>0.8</td>
<td>4.5</td>
<td>42.4</td>
</tr>
<tr>
<td>Left laboratory field entirely</td>
<td>8.7</td>
<td>5.8</td>
<td>6.7</td>
<td>13.5</td>
<td>11.5</td>
</tr>
<tr>
<td>Fired</td>
<td>6.4</td>
<td>15.2</td>
<td>5.1</td>
<td>3.2</td>
<td>2.3</td>
</tr>
<tr>
<td>Hours (shift, wanted FT or PT)</td>
<td>6.1</td>
<td>6.7</td>
<td>7.3</td>
<td>3.9</td>
<td>3.4</td>
</tr>
<tr>
<td>Further education for a non-laboratory career</td>
<td>5.0</td>
<td>4.0</td>
<td>6.7</td>
<td>4.5</td>
<td>2.3</td>
</tr>
<tr>
<td>Sales or clinical trials</td>
<td>4.0</td>
<td>1.7</td>
<td>4.8</td>
<td>5.2</td>
<td>3.4</td>
</tr>
<tr>
<td>No reason given</td>
<td>1.9</td>
<td>4.6</td>
<td>1.7</td>
<td>2.6</td>
<td>0.0</td>
</tr>
<tr>
<td>Other (stress, commute, wanted patient contact, called to military service)</td>
<td>2.3</td>
<td>2.2</td>
<td>2.6</td>
<td>3.2</td>
<td>0.6</td>
</tr>
<tr>
<td>Health, personal reasons, deceased</td>
<td>2.8</td>
<td>3.2</td>
<td>2.5</td>
<td>1.9</td>
<td>4.6</td>
</tr>
<tr>
<td>Sought better salary</td>
<td>1.8</td>
<td>1.4</td>
<td>3.1</td>
<td>1.9</td>
<td>0.6</td>
</tr>
<tr>
<td>Further education in laboratory field</td>
<td>1.2</td>
<td>2.3</td>
<td>1.7</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Technical position in a research laboratory</td>
<td>0.8</td>
<td>0.5</td>
<td>1.3</td>
<td>0.7</td>
<td>0.7</td>
</tr>
</tbody>
</table>

* The top five reasons in each group are in bold print.
sociation (CLMA). They were selected by choosing every sixth name from the zip code sorted list. To maximize the likelihood that the survey recipient would be a laboratory manager, individuals whose place of employment or job title suggested they were not managing a laboratory were deleted. Eight hundred managers were selected for the final mailing. The surveys were sent in March 2003, with cover letters and postage-paid return envelopes. Two weeks after sending the manager packets, a follow-up reminder postcard was sent to all managers.

Data analysis
SPSS 11.5 was used to analyze the data collected in this study. The response rate was calculated by dividing the number of usable surveys returned by the total number mailed. Descriptive statistics were used to tabulate responses and calculate means. The number and percent of employees who left laboratory positions for each of 14 different reasons were tabulated (Table 1). Employees were further grouped by years of experience, size of institution, and certification level. In each of these groups, the employees’ reasons for leaving were tabulated and the top five reasons were identified. Because of the small number of employees in some categories, Chi square analysis was not used to analyze differences among these groups. Participants’ written responses to the question, “What factors do you think are most important in retaining qualified clinical laboratory practitioners in your laboratory?” were tabulated and grouped into major categories by the researchers.

RESULTS
Response
A total of 190 usable surveys were returned which represents a 24% response rate.

| Table 2. Laboratory managers’ academic degrees grouped by years of experience |
|-----------------------------------------------|-----------------|----------------|---------------|----------------|
| Laboratory managers with ≤25 years of experience | Laboratory managers with >25 Years of experience | Total |
| Degree | # | % | # | % | # | % |
| Associate | 0.0 | 0.0 | 8 | 7.9 | 8 | 4.2 |
| Baccalaureate | 50 | 57.5 | 64 | 62.7 | 114 | 60.3 |
| Master’s Degree | 35 | 40.2 | 29 | 28.4 | 64 | 33.9 |
| Doctorate | 2 | 2.3 | 1 | 1.0 | 3 | 1.6 |
| Totals | 87 | 100 | 102 | 100 | 189 | 100 |

Demographic information on respondents
The laboratory managers came from all geographic regions of the country. The highest percentage of responding managers (16.5%) came from the ASCLS Region IV (MI, IN, OH, KY) and the lowest percentage of responding managers (2.1%) came from ASCLS Region VIII (CO, ID, MT, UT, WY). In the other ASCLS regions, the percentage of responding managers ranged from 8.0% to 15.4%.

Most of the laboratory managers worked in hospitals or medical centers (77.9%). The next largest percentage worked in physician office or group practice laboratories (10.5%) or reference laboratories (5.3%). A small percentage of the respondents indicated that they worked in academic health centers (1.6%) or HMOs (0.5%).

To assess institution size, laboratory managers were asked for the annual volume of tests performed in their clinical laboratories. Approximately 13% of the laboratory managers worked in institutions with annual test volumes of less than 100,000. Most respondents (44.1%) were from institutions with annual test volumes between 100,001 and 500,000. One fourth of the laboratory managers worked in institutions with test volumes between 500,001 and 1,000,000 per year and 18.1% worked in institutions with test volumes greater than 1,000,000 per year.

The survey respondents identified their job functions as Laboratory Manager/Administrator/Director (86.3%), Laboratory Supervisor (10.5%), or CLS (2.1%). The majority of the laboratory managers were not licensed (76.3%). The managers were primarily female (71.1%) and Caucasian (93.7%). The ethnic group selected by the second highest percent of respondents was Asian (2.6%). None of the laboratory
managers were African American and a small number were Hispanic (0.5%) and Native American (1.6%). The laboratory managers’ years of experience ranged from 8 to 45 years with a mean of 26.6 years (SD = 7.06). Laboratory managers had worked for a mean of 9.5 years in their current jobs. Approximately sixty percent (60.3%) of managers listed the baccalaureate degree as their highest degree. One third of the laboratory managers had a Master’s degree and 1.6% had a doctoral degree. Some respondents (4.2%) listed the Associate Degree as their highest degree. Laboratory managers were separated into two groups; those with 25 years of experience or less and those with more than 25 years of experience. The number and percent of managers in each group and their degrees is shown in Table 2.

<table>
<thead>
<tr>
<th>New laboratory job (technical or administration)</th>
<th>34.5*</th>
<th>29.4*</th>
<th>28.6*</th>
<th>32.3*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family obligations/moved</td>
<td>14.8</td>
<td>19.9</td>
<td>18.0</td>
<td>18.2</td>
</tr>
<tr>
<td>Retirement</td>
<td>7.4</td>
<td>10.8</td>
<td>5.1</td>
<td>10.8</td>
</tr>
<tr>
<td>Left laboratory field entirely</td>
<td>9.0</td>
<td>9.0</td>
<td>7.4</td>
<td>8.8</td>
</tr>
<tr>
<td>Fired</td>
<td>6.9</td>
<td>6.2</td>
<td>10.2</td>
<td>5.2</td>
</tr>
<tr>
<td>Hours (shift, wanted FT or PT)</td>
<td>5.4</td>
<td>6.7</td>
<td>9.8</td>
<td>4.6</td>
</tr>
<tr>
<td>Further education for a non-laboratory career</td>
<td>4.9</td>
<td>5.1</td>
<td>4.3</td>
<td>5.3</td>
</tr>
<tr>
<td>Sales or clinical trials</td>
<td>3.1</td>
<td>4.7</td>
<td>1.6</td>
<td>4.9</td>
</tr>
<tr>
<td>Other (stress, commute, wanted patient contact, called to military service)</td>
<td>4.1</td>
<td>1.2</td>
<td>2.4</td>
<td>2.3</td>
</tr>
<tr>
<td>No reason given</td>
<td>1.8</td>
<td>1.3</td>
<td>3.4</td>
<td>1.6</td>
</tr>
<tr>
<td>Health, personal reasons, deceased</td>
<td>5.3</td>
<td>1.3</td>
<td>3.4</td>
<td>2.4</td>
</tr>
<tr>
<td>Sought better salary</td>
<td>0.8</td>
<td>2.6</td>
<td>3.4</td>
<td>1.4</td>
</tr>
<tr>
<td>Further education in laboratory field</td>
<td>1.0</td>
<td>1.1</td>
<td>2.0</td>
<td>1.1</td>
</tr>
<tr>
<td>Technical position in a research laboratory</td>
<td>1.0</td>
<td>0.7</td>
<td>0.4</td>
<td>1.1</td>
</tr>
</tbody>
</table>

* The top five reasons in each group are in bold print

**Attrition**
Laboratory managers were asked to list the number of CLTs and CLSs that is considered ‘fully staffed’ in their institutions. One hundred eighty five (185) laboratory managers responded to this question and listed 1688 CLTs and 2499 CLSs for a total of 4187 employees. The average number of employees (CLTs and CLSs) in these 185 institutions was 22.6. The laboratory managers identified 1046 employees who left their institution in the five-year period between January 1, 1998 and December 31, 2002. Two hundred fifty eight (258) CLTs, 733 CLSs, and 55 employees who were not identified as CLTs or CLSs left these institutions. The employees who left were employed for a mean of 6.7 (SD = 7.8) years before they left. Approximately 25% of the employees who left, did so in the first year of practice. Over sixty percent (63.9%) of the employees who left, did so in five years or less.

### Table 3.
Supervisors’ perceptions of the reasons employees left their laboratory positions between January 1, 1998 and December 31, 2002 grouped by institution size and certification

<table>
<thead>
<tr>
<th>Percent of employees who left</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Annual test volumes</strong></td>
</tr>
<tr>
<td>&lt;= 500,000 (n = 391)</td>
</tr>
<tr>
<td>New laboratory job (technical or administration)</td>
</tr>
<tr>
<td>Family obligations/moved</td>
</tr>
<tr>
<td>Retirement</td>
</tr>
<tr>
<td>Left laboratory field entirely</td>
</tr>
<tr>
<td>Fired</td>
</tr>
<tr>
<td>Hours (shift, wanted FT or PT)</td>
</tr>
<tr>
<td>Further education for a non-laboratory career</td>
</tr>
<tr>
<td>Sales or clinical trials</td>
</tr>
<tr>
<td>Other (stress, commute, wanted patient contact, called to military service)</td>
</tr>
<tr>
<td>No reason given</td>
</tr>
<tr>
<td>Health, personal reasons, deceased</td>
</tr>
<tr>
<td>Sought better salary</td>
</tr>
<tr>
<td>Further education in laboratory field</td>
</tr>
<tr>
<td>Technical position in a research laboratory</td>
</tr>
</tbody>
</table>
The laboratory managers’ perceptions of the reasons that employees left in the five-year period between January 1, 1998 and December 31, 2002 are listed in Table 1. Laboratory managers listed reasons for 1039 of the 1046 employees who left. The highest percentage of employees (31.7%) left to take a new technical or administrative position in the laboratory. The next highest percentage of employees (18.1%) left because of family obligations or because they moved. Retirement was listed as the reason for 9.2% of the employee attrition. Approximately nine percent (8.7%) left the laboratory field entirely and 6.4% were fired.

Laboratory managers were asked to indicate how long an employee had worked for them before leaving. Managers provided this information for 908 of the employees who left. The reasons for leaving were tabulated for four groups of employees; 1) those who had worked one year or less, 2) those working between one and five years, 3) those working between five and ten years, and 4) those who had worked more than ten years (see Table 1). In the first three groups, most employees left for a new laboratory position or because of family obligations/relocation. Approximately 15% of employees who left in the first year of practice, did so because they were fired. The reasons employees who had worked between one and five years left included the hours or shift (7.3%), the pursuit of education for a non-laboratory career (6.7%), and a decision to leave the field entirely (6.7%). In the group of employees who left between five and ten years, 13.5% left the field entirely and 5.2% left for sales or clinical trials positions. In the fourth group, those who worked for more than ten years, the highest percentage of employees left for retirement (42.4%).

The reasons employees left were also tabulated for employees from institutions with volumes of 500,000 tests/year or less and those from institutions with volumes greater than 500,000 tests/year (see Table 3). A higher percentage of employees from smaller institutions than employees from larger institutions left for health or personal reasons (5.3% vs. 1.3%). Reasons for leaving were also tabulated for employees certified as CLTs and those certified as CLSs (Table 3). A higher percentage of CLTs than CLTs were retiring (10.8% vs. 5.1%) and leaving for sales/clinical trials positions (4.9% vs. 1.6%). More CLTs than CLSs were fired (10.2% vs. 5.2%).

Given a list, the managers were asked to identify policies or practices that were most successful in retaining employees in their laboratories. The top ten policies or practices and the percentage of managers selecting each policy were:

1. Raised salaries (36.5%)
2. Adjusted employee hours to fit family obligations (18.9%)
3. Gave employees more responsibility for day to day decisions (15.3%)
4. Spent more time praising employees for good performance (8.4%)
5. Involved laboratory staff in new projects, e.g., method comparison (7.9%)
6. Actively recruited new staff to fill vacancies (7.9%)
7. Resolved personnel conflicts (6.8%)
8. Improved the physical environment of the laboratory (5.8%)
9. Increased overtime pay or shift differentials (5.3%)
10. Developed employee appreciation programs (4.2%).

Managers also responded to the question, “What factors do you think are most important in retaining qualified clinical laboratory practitioners in your lab?” This open-ended question allowed managers to express their opinions and add retention factors that may not have been addressed in the list provided on the survey. The ten factors that were mentioned most often by the managers are listed below with the percentage of managers listing that factor:

1. Salaries and benefits that are competitive with other institutions and other professions with comparable education and responsibility (67%)
2. Flexible scheduling, no weekends, no shift work (35%)
3. Positive feedback, praise, recognition for work (22%)
4. Involvement in decision making, individual responsibility, and control (22%)
5. Good management team (20%)
6. Good co-workers, good team work (18%)
7. Recognition and respect from nursing, administration, pathologists, and the public (16%)
8. Work that is challenging, satisfying, interesting, varied work (14%)
9. Good work environment (14%)
10. Adequate staffing, good workload, reduced stress (14%).

DISCUSSION
The response rate for this survey was 24%, which is comparable to similar surveys of laboratory managers.9,19 The laboratory managers came from all geographic locations and from institutions of all sizes. Most were from hospitals or medical centers and 98% listed their job function as supervisor, director, or administrator. The survey method, therefore, appeared to be successful in reaching the target population.
and providing results that are representative of views of the laboratory managers across the country.

The laboratory managers in this study were predominately women (71%) and most had a baccalaureate degree (60.3%). Previous studies documented a lower percentage of women in laboratory management. A 1980 ASMT National Compensation Survey reported that 32% of the managers or supervisors were women and a 1989 ASMT national survey found that 55% of the laboratory managers were women.\textsuperscript{9,20} The percentage of women in management has increased in the past 25 years and is now similar to the percentage of women in the overall population of laboratory employees.\textsuperscript{21} Over 40% of the laboratory managers with 25 years of experience or less had obtained an advanced degree compared to 29.4% of the laboratory managers with more than 25 years of experience. A master’s or a doctoral degree was not typically needed for laboratory management positions in the past; however, younger managers may have found the advanced degree helpful in preparing for management positions and competing for job openings.

Laboratory managers report that approximately 25% of the employees who left did so in the first year of practice and over 60% of those who left did so in five years or less. A higher percentage of employees leaving early is not surprising because in the first few years of practice, employees may be learning whether or not the clinical laboratory environment is a good match for them. It is also a time when employees may need mentoring and close supervision to ensure that new employees are given as much assistance and encouragement as possible. The problem of losing employees early in their careers is not unique to the clinical laboratory profession. A national report on attrition in teaching states that almost one-third of teachers in the United States leave the field within the first three years of practice and half of the teachers leave before their fifth year.\textsuperscript{22}

This study attempted to determine how many laboratory employees are leaving the profession. Laboratory managers in these 185 institutions reported that a total of 4187 CLT and CLS employees would be considered fully staffed. They also reported that a total of 1046 employees left their institutions in a five-year period. If 1046 employees left in a five-year period, an average of 209 employees left each year. This represents 5% of the total population (4187 employees) reported by these laboratory employers. The Bureau of Labor Statistics reported that there were 297,000 laboratory employees in 2002.\textsuperscript{5} If 5% of those 297,000 laboratory employees left, this would create 14,850 vacancies each year.

According to the additional information collected in this survey, approximately 32% of the employees left for new laboratory positions. So, although 14,850 laboratory positions may be vacated each year, not all of those employees left the laboratory profession. If the number of laboratory employees who are leaving is adjusted for the 32% of employees who left for new laboratory positions, the estimated number of people leaving the clinical laboratory annually is 10,098.

Any estimate of the number of laboratory employees leaving the field will be flawed because reliable data on the current laboratory workforce are not available. Nevertheless, both of the estimates in this study and the BLS estimate of the number of new professionals needed are higher than the number of students graduating from CLT and CLS programs each year. The results of this study underscore the critical need for retention of laboratory employees.

The top five reasons that employees left their jobs according to the laboratory managers were: 1) left for a new laboratory job, 2) moved or left due to family obligations, 3) retirement, 4) left the field entirely, and 5) the employee was fired. A review of the reasons for leaving for employees with varying years of experience provided additional descriptive information that may help managers address retention issues. For laboratory employees who had worked for ten years or less, more than half of the employees left for the first two reasons (new laboratory job or moved). The first reason, leaving for a new laboratory job, is a positive sign. This may indicate that employees are finding opportunities that better fit their interests or they have advanced in their careers. Although an employee created a vacant position for one manager, the individual was retained in the laboratory profession. The second reason for leaving, moving/family obligations, also leaves a vacancy and if the individual moves to a new area and seeks another laboratory position, the individual may not be lost from the profession. Laboratory managers may be able to help retain employees in the profession if they provide networking information for employees who move.

Approximately 15% of the employees who left in the first year of practice did so because they were fired. The percentage of employees who were fired was higher in this group than in groups with more than one year of experience. This would seem to indicate that laboratory managers are dealing with problems early in their employees’ careers and removing employees who can’t handle the work of the clinical laboratory. This sets a standard of excellence for all employees and
contributes to all employees’ pride in their work. There are other possible explanations for the high percentage of employees who were fired in the first year of practice including insufficient orientation or training and unrealistic expectations of the work.

The highest number (356) of employees in this study who left, did so between one and five years. In this group, 7.3% left because of the hours, 6.7% left to pursue further education for a non-laboratory career and 6.7% left the field entirely. Those dissatisfied with their shift or hours may have taken an undesirable shift in an entry-level position with the hope that they would soon move to better shift. If that did not happen in the first five years of practice, the employee may have decided to seek other career opportunities. Those leaving for further education or leaving the field entirely may not have been challenged in their current positions.

The higher loss of employees in the first five years may also be a reflection of differences between what the laboratory environment provides and what younger employees find satisfying. Further research is needed to assess the degree to which generational value differences influence retention factors. Because this is a crucial time for employee retention, laboratory managers should pay close attention to these employees’ level of satisfaction with their hours and their job responsibilities. This is also an important time to provide a mentor for laboratory employees. The opportunity to discuss career options, frustrations, and future plans with an experienced laboratory professional may help these younger employees deal with difficulties and make a commitment to the laboratory profession.

The results of this study indicate that fewer employees are lost after five years, but because these employees have additional years of experience and clinical expertise, their loss may be more significant for an institution than the loss of younger employees. In the group of employees who left between five and ten years, 13.5% left the field entirely. Although managers reported that only approximately 2% of employees in this group left because they were seeking better salaries, the desire for a higher salary may have been an underlying factor in the decision to leave the field.

The highest percentage of employees who left because of retirement was in the fourth group of employees, those who left after working for more than ten years. The high percent of people leaving for retirement in this group (42.5%) is consistent with the descriptions of the aging clinical laboratory workforce and there is little managers can do to prevent this type of attrition. The lowest percentage of employees in this group left for new laboratory positions indicating that after ten years, employees may be committed to their jobs until retirement.

A higher percent of CLS employees left for retirement than CLT employees, possibly because there were not as many graduates of CLT programs 30 years ago. More CLSs also left for positions in sales and marketing possibly because those positions require a baccalaureate degree. A higher percent of CLT employees were fired than CLS employees. Additional information would be needed to understand this difference; however, one possible explanation is that some employees classified as CLTs by the managers in this survey had job titles of “clinical laboratory technician” but did not have formal education or hold national certification as a CLT.

The managers in this study were very aware of the importance of retaining laboratory employees. In their responses to questions on the factors and practices that they thought contributed to employee retention, four issues were mentioned most often. They were salary, scheduling, staffing, and supervision/management. In the classic work of Herzberg on employee motivation, factors contributing to employee satisfaction and motivation were distinguished. Hydrogen factors, such as supervision, work conditions, interpersonal relationships, and salary are necessary for satisfaction but not sufficient for motivation. Whether guided by this research or not, laboratory managers appear to appreciate that satisfaction with hygiene factors is essential to retention. The factors that managers listed most often as important in employee retention were hygiene factors such as raising salaries, flexible scheduling, adequate staffing, and good supervision.

Herzberg’s findings suggest that satisfaction with hygiene factors alone will not be sufficient to address employee retention. Commitment to the clinical laboratory profession would be expected to depend on motivational factors like achievement, recognition, responsibility, and advancement opportunities. Managers responses demonstrate that they also value motivational factors. For example, one manager listed the following factors as important for retention; “opportunity for continuing education and promotion, some degree of self-governance, a climate of trust and respect and open frequent communication, appreciation, team process improvement and a culture where fun is OK and there is no fear.”

Yet Herzberg’s work would predict that efforts in these motivational areas will be effective only with employees who are
already satisfied with the hygiene factors. Unless laboratory managers address the hygiene factors, their efforts to motivate and instill the professional commitment necessary for retention will be undermined. This represents a significant challenge to laboratory managers and healthcare institutions because it will call for additional resources to raise salaries and hire enough laboratory practitioners to improve scheduling issues. The salary challenge in particular may be greater than some managers appreciate because merely raising salaries higher than current levels may not be adequate. Laboratory employees are acutely aware that their salaries have fallen below that of other healthcare professionals and satisfaction with salaries will mean compensation that is equivalent to healthcare professionals with similar education and experience.

CONCLUSIONS
A description of the reason why laboratory employees left over a five-year period showed that most employees who left their jobs, did so to take a new laboratory job. This is an encouraging finding indicating that these employees are staying in the profession and making a further commitment to their laboratory careers. The second highest percentage of employees who leave, are doing so because of a move, usually for family reasons. There is little laboratory managers can do about this group, other than help them make connections with laboratory managers in their new location.

Given that there are some things that laboratory managers can do nothing about such as employees moving, it is important to look at the other reasons employees leave to see if managers can influence those employees. Most laboratory employees who leave are doing so in the first five years of practice and, in addition to leaving for new laboratory jobs and leaving because of moving, employees in this group left because of the shift or hours and to pursue further education. Laboratory managers should work to monitor employees’ concerns about hours and provide a work environment that provides challenges and opportunities for continued learning. Although fewer employees leave after five years, they take a great deal of expertise with them when they leave and many of these employees are leaving the field entirely. Many institutions have salary bonuses to attract new employees; however, a plan for rewarding experienced employees is just as important to prevent a ‘brain drain’ in the clinical laboratory.

This study represents a first step in understanding why employees leave the clinical laboratory in the first decade of the 21st century. Additional studies are needed to better understand this complex issue and assess differences among groups of employees. Studies that collect data directly from employees who left laboratory positions are needed as well as studies that collect parametric data and provide statistical comparisons among groups. Studies of employee attrition across multiple disciplines would also be helpful in identifying common problems and shared solutions.

In every question on this survey on strategies for retaining employees, laboratory managers listed salaries as the most important retention factor. Hospital administrators have responded to shortages in nursing and radiologic technology with higher salaries, but there has not been a similar response to the shortage of laboratory personnel. This may be because the laboratory is behind the scenes and the impact on patient care is not as evident as that of nursing or radiologic technology. Also, laboratory employees often work extra hours to make sure that laboratory results are available and accurate and this mitigates the effect of the shortage on the institution. The shortage of laboratory personnel does, however, have an effect on the institutions’ finances when the costs of recruiting and new employee orientation are considered and this should be documented for hospital administrators.

In a study of one medical center, turnover costs represented about 5% of the annual operating costs which was equivalent to giving every nurse on staff a 33% retention supplement each year. Laboratory managers need to make the case to administrators in their institutions that until the salary issue is addressed, laboratory employees will continue to leave and the numbers cannot be entirely replaced by new graduates. However, the work of improving salaries is not the sole responsibility of the laboratory managers. Laboratory employees must help administrators understand the value of the clinical laboratory by presenting a professional image at all times and by contributing to institution-wide committees and projects. In addition, evidence that timely, accurate laboratory tests improve patient care and shorten length of stay must be collected to support efforts to raise salaries.

This study provided an estimate of the number of people who are leaving the profession each year. Although this estimate is limited by the lack of good data on the current number of laboratory professionals, it far exceeds the number of students graduating from CLT and CLS programs each year. Continued recruiting efforts are needed, and in some areas, more educational programs may be indicated; however, this problem will not be solved simply by educating more CLT and CLS students. Workplace issues directly affect recruitment and savvy students will not choose educational programs that lead to undesirable careers.
If talented young people are not attracted to the laboratory profession and competent practitioners are not retained in the laboratory workforce, the quality and availability of laboratory services will decline. The personnel shortage has led to ‘stop gap’ measures such as sign on bonuses, hiring non-certified personnel, and asking more of current employees. These short-term approaches may mean that the laboratory functions for one more day, but they do not help retain laboratory practitioners. Creating an environment in which laboratory practitioners are compensated for their education and experience and have opportunities for continued professional growth is essential for the future of the laboratory profession and for the health of the public.
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A Qualitative Assessment of Systematic Instructional Design Training by CLS Faculty Members
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OBJECTIVE: To determine the perceived value clinical laboratory science (CLS) faculty members gave to their participation in workshops on the use of a modified systematic instruction design (SID) model to develop curriculum and on-line courses.

DESIGN: A survey assessing the perceived value of SID training was sent to 27 CLS faculty members. The survey asked the respondents to assess the value of the training that they received in developing their skills in Web-based, distance learning course development and teaching, and expanding their skills in traditional course development and teaching. The eight components of SID were listed and the respondents rated each component as to its value to them on a 5-point Likert scale of 5 = very valuable to 1 = not very valuable. In addition to rating the value of each SID component, the respondents were asked if they would like more training in any of the eight components.

RESULTS: A majority of the 18 respondents (67%) reported that the training in SID was valuable to them. A strong majority of the respondents indicated that their training in goal and instructional analyses (96%), media selection (94%), and aligning objectives, assessments, and instructional strategies (94%) were valuable to their distance education programs and their traditional teaching skills.

CONCLUSION: Faculty members who actively participated in SID training valued their new skills in developing distance education courses as well as improving their traditional teaching activities. Research is needed on the effect these new teaching skills have on student learning.

ABBREVIATIONS: CETs = content expert teams; CLS = clinical laboratory science; SID = systematic instructional design; WBE = Web-based education; WebCLS = Web-based education in clinical laboratory science.
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Web-based education (WBE) is a form of distributed learning in which the WWW, Internet, and intranets are used as the vehicle for delivering the training to learners anywhere and at any time. WBE is transforming the delivery of education at all levels, from kindergarten through post-graduate education. It allows educators to bring learning to students instead of bringing students to learning. By defying the constraints of time and distance, WBE education makes it possible for more individuals than ever to access knowledge, to learn in new and different ways, and to embrace lifelong learning. However, when reviewing the current proliferation of Web-based courses, one finds that they either mimic traditional correspondence mail models or simply make traditional lecture based materials available on-line.

According to Mishara, most Web-courses are “nothing more
than classroom lecture materials posted on to the Web”.

Carr-Chellman and Duchastel state that “many on-line courses lack basic design considerations and that the Web is simply being used as a medium for the delivery of instruction created within another framework”. As a result, while educational opportunities are increasing for students, the quality of the educational experience is not necessarily increasing. This medium is capable of supporting a wide range of multimedia technologies, making it an ideal environment for learning. Web-based instruction can make use of hyperlinking, synchronous and asynchronous conferencing and interactions, real-time audio and video, and even 3-D virtual reality that are generally not possible with traditional computer or classroom delivery alone. Other advantages of WBE include: accessibility (platform-independent and to world-wide audience); relatively low development and distribution costs; ability to link to other programs and resources; interactivity possibilities; ability to restrict use, if desired; and ability to provide just-in-time learning ‘on-location’. The availability of e-mail, on-line discussion boards and chats increases the ease of interaction between classroom participants. However, the instructional materials to be used in this type of medium must be designed with these characteristics in mind in order to construct quality course modules.

Delivery of education via the Web can enable educators to center learning on the student instead of the classroom and to focus on the strengths and needs of the individual learner. However, according to the Web-based Education Commission (WBEC), “The power of the Internet to transform the educational experience is awe-inspiring, but it is also fraught with risk”. The Commission found that teachers were the key to the effective use of Web-based tools and applications. However, almost two-thirds of all teachers felt they were either not at all prepared or only somewhat prepared to use technology in their teaching. In 1999, 70% of educators polled regarding technology in instruction put professional development at the top of their list of technology challenges. Respondents reported that both initial training for those just beginning to use technology and on-going training to support the growth of innovators were needed. Five consecutive years of surveys in higher education showed the same thing: institutions ranked their greatest technological challenge as “assisting faculty to integrate information technology into instruction”. WBEC’s Report included the need to provide continuous and relevant training and support for educators and to develop high quality online educational content that meets the highest standards of educational excellence. During traditional classes, a good educator can often make up for poorly designed instructional materials by facilitating or adding unplanned interactions that were not designed as part of the original teaching materials. When the teacher is removed from the immediate classroom, it becomes essential that key online interactions are designed and planned. According to Hirumi, in WBE, “opportunities to interact and adapt instruction based on spontaneous verbal and non-verbal cues are relatively limited. Furthermore, the use of interactive technologies does not ensure that interactions will take place. Key interactions must be planned and sequenced if they are to occur consistently as an integral part of WBE”.

Ely stated that “there is growing evidence that the use of instructional design procedures and processes leads to improved learning without regard to the hardware and software that is used”. He believes that the design of instruction is “a more powerful influence on learning than the system that delivers the instruction”. What is instructional design? According to Wilson, “instructional design involves the preparation, design, and production of learning materials”. The instructional design process includes establishing learning goals and objectives, the methods to assess the learning outcomes and the content, learning interactions, and student activities to help the student progress in attaining the goals and objectives. The purposes of SID are to improve learning and instruction through a variety of means including problem-solving and feedback, management of the design and development, improving evaluation processes and testing and/or building learning by instructional theory.

In 1999, the Department of Clinical Laboratory Sciences at The University of Texas Medical Branch received a grant from the Department of Education to pursue the development of a Web-based curriculum. The project, titled Web-based Education in Clinical Laboratory Sciences (WebCLS), was carried out over a three-year period. The goal of the project was to develop, implement, and evaluate an interactive Web-based curriculum model for baccalaureate-level clinical laboratory science (CLS) education. This model was to include Web-based course materials, on-line interactive course laboratories using video and animation, interactive discussion and chat sessions, on-line testing and evaluation, comprehensive on-line review materials, and a pilot demonstration of a virtual practice laboratory. Ten collaborating institutional partners supported the development and dissemination of this interactive model for laboratory oriented Web-based educational instruction including CLS and CLT faculty members from four universities and three community colleges, faculty and graduate students from an instructional technology graduate
program, and representatives from the Southern Regional Education Board (SREB), and from the National Laboratory Training Network (NLTN).

Faculty members from collaborating institutions participated in a series of training sessions designed to guide them in the design and development of interactive, student-centered courses. With this training, faculty members were empowered to develop and maintain their course Web sites.

This paper presents information on 1) how the SID process was used to prepare CLS faculty members to develop Web-based, distance education; and 2) the perceived value CLS faculty members gave to their participation in the training activities. Lastly, recommendations for further research and development in designing distance education are made.

METHODS
This project used a modified version of Dick and Carey's instructional systems design model. The Systematic Instructional Design Model, promoted by Dick and Carey involves a systems approach that focuses on what the learner is expected to be able to do at the completion of instruction. This approach connects the instructional strategy to the desired learning outcomes and provides linkages between each component in the model. The nine components of the Dick and Carey Model include: 1) goal identification, 2) instructional analysis, 3) learner and context analysis, 4) definition of objectives, 5) assessment instrument, 6) instructional strategy, 7) materials development, 8) formative evaluation, and 9) summative evaluation of instruction. By following this model in the development of the WebCLS course models, the teams were able to follow a consistent, development process.

Stage 1: Analysis phase
Content expert teams (CETs) consisting of faculty members in the disciplines of clinical microbiology, clinical immunology, clinical chemistry, and clinical hematology respectively, worked together during the analysis phase of each course. Each team focused on their specific area of expertise and developed different courses. It was critical that discipline-specific faculty agreed on what content must be taught and how the course would be organized.

Stage 2: Design phase
At this point, the CETs divided their assigned course into modules in order to expedite the completion of courses. CET subgroups selected an appropriate instructional strategy to use and developed the actual content for a specific course module. As the module was being designed and developed, it was reviewed by the discipline specific CET and a consensus was obtained.

Stage 3: Development phase
During the development phase, the faculty subgroups worked with a development team to program the modules. A preliminary set of storyboards and flowcharts were created based on the instructional strategies operationalized during the design phase. A series of rapid prototypes were then created and tested to facilitate the development process using formative and usability testing techniques. Once an effective and efficient module had been completed, templates were generated to facilitate the development of the remaining modules. The prototypes were reviewed periodically by the CETs to ensure consensus with the content and tasks being presented. The prototypes were then programmed into actual on-line modules by the development team.

Stage 4: Implementation phase
Upon completion of the development of the course module, the module was pilot-tested by CLS and CLT students and laboratory practitioners. Modifications were made based on feedback from the pilot testing.

Faculty training
To prepare CLS faculty members for this extensive curriculum development effort, six training workshops were provided to give guidance in each phase’s activities. The workshops were conducted by a SID expert. A faculty Web-site was established to support faculty participants between workshops. In addition, numerous teleconferences and small group meetings for module and project development were held over the course of the project.

Project evaluation
At the end of the three-year project period, data were collected from the workshop participants regarding their perceptions of the value of the SID process in developing their skills in Web-based, distance learning course development and teaching, and their skills in traditional course development and teaching.

A survey was developed in which the eight components of SID were listed and the respondents rated each component as to its value to them on a five-point Likert scale of 5 = very valuable to 1 = not very valuable. In addition to rating the value of each component of SID, the respondents were asked if they would like more training in any of the eight components.
The survey was sent via e-mail to 27 CLS faculty members who had participated in the training activities consistently over the entire period of the project. After three requests for responses, 24 participants completed the survey for an overall 89% response rate. Of the 24 respondents, 14 (58%) had participated in each of the SID workshops. An additional four respondents attended four of the six workshops. The responses of these 18 respondents (75%) were reported in this paper.

RESULTS

A majority of the respondents reported that all of the SID training components were valuable to them (Table 1). A strong majority of the respondents indicated that training in goal and instructional analyses (96%), media selection (94%), and aligning objectives, assessments, and instructional strategies (94%) were valuable to their distance education development and teaching skills.

In regard to the perceived value of the SID training to the participants’ traditional course development and teaching skills, the percentages of respondents who indicated that the training was valuable were somewhat lower when compared to the value the respondents gave the training for distance education, but overall they were mostly positive. However, only 44% felt that the training they received in flowcharting, storyboarding, and rapid prototyping was valuable in improving their traditional course development skills. Specific training areas that faculty members found of value for traditional CLS teaching included the “flowcharting of instructional analysis to include all aspects of objective preparations and organization of order of subject matter presented to create flow of learning and reviewing” and the “study of teaching strategies to ensure presentation of material in a systematic strategy to ensure coverage of material and reinforcement and assessment (are) relate(d).”

Fewer respondents reported that training in flowcharting, storyboarding, and rapid prototyping was valuable in developing their distance education or traditional course development and teaching skills. However, a majority did indicate that they wanted more training in this area (Table 2). A majority of the respondents also indicated that they would like more training in alternative instructional strategies, media selection, and aligning objectives, assessments, and instructional strategies.

Table 1. Perceived value of SID training in developing respondents’ distance education and traditional teaching skills

<table>
<thead>
<tr>
<th>Training Component</th>
<th>Distance Education Skills</th>
<th>Traditional Teaching Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Respondents* % Valuable†</td>
<td>Mean‡</td>
</tr>
<tr>
<td>Goal and instructional analyses</td>
<td>18</td>
<td>96</td>
</tr>
<tr>
<td>Context and learner analyses</td>
<td>17</td>
<td>83</td>
</tr>
<tr>
<td>Generating, clustering, and sequencing objectives</td>
<td>14</td>
<td>79</td>
</tr>
<tr>
<td>Alternative assessment methods, e.g., checklists/ portfolios</td>
<td>15</td>
<td>73</td>
</tr>
<tr>
<td>Alternative instructional strategies and grounded events</td>
<td>15</td>
<td>80</td>
</tr>
<tr>
<td>Media selection</td>
<td>15</td>
<td>94</td>
</tr>
<tr>
<td>Aligning objectives, assessments and instructional strategies</td>
<td>16</td>
<td>94</td>
</tr>
<tr>
<td>Flowcharting, storyboarding, and rapid prototyping</td>
<td>16</td>
<td>63</td>
</tr>
</tbody>
</table>

* Includes only those respondents who attended the training sessions (range of 14-18 respondents per component)
† Represents the combined percentages of respondents who indicated that the training component was very valuable or valuable to their course and teaching skills development.
‡ Represents the mean response to each training component on a 5 point scale where 5 = very valuable; 4 = valuable; 3 = uncertain; 2 = not valuable; and 1 = not very valuable.
Fifteen respondents (62%) reported that their participation in the WebCLS training activities improved their on-campus (traditional) course development and teaching activities. Collectively, they reported that the training in SID helped them to: 1) move toward student-centered activities that included higher-level learning objectives; 2) organize their content to flow from learning objectives to teaching strategies to techniques to assess students’ knowledge and skills; and 3) expand their teaching strategies to include both traditional lectures and Web-based instructional activities concurrently.

**DISCUSSION**

This project addressed the WBEC’s report on the need for continuous and relevant training and support for faculty when developing Web-based course materials. The SID sessions allowed the faculty to gain insight into good educational practices regarding Web-based education. Additionally, these sessions on instructional design gave faculty the tools to develop quality instructional units. The benefits to participating in the project included a systematic evaluation of the entire CLS curriculum and an opportunity to compare goals and objectives with other partners. The workshops also increased the Web-based development skills of the faculty and enhanced the quality of existing on-campus courses.

Participant comments indicated that they found that their courses were better aligned with the learning objectives and the anticipated outcomes, that the course organization improved with the use of flow-charting, and that they found alternative methods of delivering course material. One faculty member even found that sharing the systematic process with the students increased their learning of specific concepts.

Additionally, the participants found that they had increased the amount of student interactions, changing their teaching strategy from a lecture format to a more interactive format. Several faculty members indicated that they found ways to involve the students more in the learning process through on-line discussions and student centered learning activities. This outcome corresponds with Hirumi’s hypothesis that key interactions must be planned for them to occur consistently throughout online learning.

**CONCLUSIONS**

The data from the survey of CLS faculty must be considered qualitative and preliminary. Furthermore, there are limitations that must be considered: 1) the number of respondents to the survey was small and may not represent CLS faculty, generally; 2) as with most self-administered surveys, the chance of misinterpretation of survey items or inflation or deflation of perceptions is possible; and 3) the respondents were CLS faculty members who volunteered to participate, so they may have had some previous experience in or bias toward Web-based course development.

A strong majority of the faculty members who actively participated in the SID training valued their new skills in developing distance education courses, and improving their traditional teaching activities. Several respondents reported that they would like to have more training in specific components of the SID System. Additionally, the skills learned during the development of course materials in the WebCLS project were used by faculty members to improve their on-campus courses as well as with their Web-based courses. Based on these findings, further study using larger samples of CLS faculty members is recommended. Also, further study is warranted on the effect on student learning that could be attributed to the use of SID.

This project was funded, in part, by a grant from the United States Department of Education, Fund for the Improvement of Post-Secondary Education (FIPSE).

---

**Table 2. Respondents’ desire for more training in SID by training component (n=16)**

<table>
<thead>
<tr>
<th>Training Component</th>
<th>Yes responses</th>
<th>% of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal and instructional analyses</td>
<td>4</td>
<td>25</td>
</tr>
<tr>
<td>Context and learner analyses</td>
<td>5</td>
<td>31</td>
</tr>
<tr>
<td>Generating, clustering, and sequencing objectives</td>
<td>7</td>
<td>44</td>
</tr>
<tr>
<td>Alternative assessment methods, e.g., checklists and portfolio assessments</td>
<td>8</td>
<td>50</td>
</tr>
<tr>
<td>Alternative instructional strategies and grounded events</td>
<td>11</td>
<td>69</td>
</tr>
<tr>
<td>Media selection</td>
<td>11</td>
<td>69</td>
</tr>
<tr>
<td>Aligning objectives, assessments and instructional strategies</td>
<td>10</td>
<td>63</td>
</tr>
<tr>
<td>Flowcharting, storyboarding, and rapid prototyping</td>
<td>13</td>
<td>81</td>
</tr>
</tbody>
</table>
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Molecular diagnostics is a branch of clinical diagnostics that uses primarily DNA or RNA as a biomarker for clinical testing. It combines various gene-based amplification technologies with highly sophisticated detection methods for the clinical diagnosis of a vast variety of diseases including infectious diseases, cancer, and inherited diseases. The principal application of gene-based amplification technology is to identify pathogen or gene-specific nucleic acid sequences that are used as surrogate markers for the identification of either infectious pathogens or alteration of disease-related genes. There are generally three classes of gene-based amplification technologies: target-based, e.g., PCR; probe-based, e.g., LCR; and signal-based, e.g., bDNA. Real-time detection of PCR allows us to quantify amplified amplicons with a broad dynamic range and it offers a unique way to detect genetic mutations. Other technologies such as immuno-PCR and bio-barcode assay (BCA) combine different amplification tactics offering extreme detection sensitivity ranging from femtogram ($10^{-15}$) to zeptogram ($10^{-21}$). Even though quantum dots technology is in its infant stage, its potential to further increase diagnostic sensitivity and specificity is likely beyond our current imagination. Future diagnostic technologies include the use of genomic and proteomic approaches especially in pure cell types or even in the single-cell level, which open up endless new possibilities for gene-based diagnostics at entirely different levels. In this article, principles of various current gene-based amplification and detection technologies along with their clinical applications are discussed. New technologies that could potentially be used in future gene-based diagnosis are introduced.

### ABBREVIATIONS:
- BCA = bio-barcode amplification;
- bDNA = branched DNA;
- FRET = fluorescence resonance energy transfer;
- IPCR = immuno-PCR;
- LCM = laser capture microdissection;
- LCR = ligase chain reaction;
- NASBA = nucleic acid sequence based amplification;
- PCR = polymerase chain reaction;
- qdots = quantum dots;
- SDA = strand displacement array;
- SNP = single nucleotide polymorphism;
- $T_M$ = melting temperature.
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### LEARNING OBJECTIVES
1. Describe the classification of gene-based amplification methods.
2. State the principles of gene-based amplification methods.
3. Discuss the advantages and disadvantages of gene-based diagnostics.
restriction fragment length polymorphism analyses for the diagnosis of sickle-cell anemia. During this period of time, there has been a nearly explosive growth in the number and variety of new gene-based methodologies in the field of gene-based diagnostics, also called molecular diagnostics.

Molecular diagnostics, based on nucleic acid amplification and detection technologies, is a branch of clinical diagnostics that uses primarily DNA or RNA originated either from patients or pathogens as the biomarker for the clinical testing. These gene-based diagnostic approaches span from detection of infectious diseases, cancer detection, and genetic diseases to forensic identity testing. One of the most desirable features of gene-based technologies in clinical diagnostics is their rapid, specific, and direct detection of genes of interest with very high sensitivity. Many of them allow additional and precise quantification of genes of interest with broad dynamic range. Importantly, they can be performed directly from clinical specimens without the need for laboratory cultivation, which is often time-consuming.

A unique feature of gene-based diagnosis of infectious diseases is that it can detect pathogens that cannot be detected by conventional diagnostic tests. For example, we can now readily detect many of the viral infections that are either difficult or impossible to culture in the laboratory. Another example of using gene-based assays is that we can now detect HIV infection in newborns on the day of birth. Previously, when antibody-based tests were used, a positive diagnosis was not possible until three to seven months of age. In another article in this Focus Section, Drs Niel Constantine and Richard Zhao from University of Maryland School of Medicine describe in detail the molecular-based diagnosis of HIV-1 infections.

Molecular testing can also be used to predict potential risk of an individual for onset of a specific cancer such as breast cancer with predispositions of braf or gene mutations. Dr W Craig Hooper and his colleague Stacy C League from the Centers for Disease Control and Prevention provide a detailed description of this type of testing in congenital thrombosis in this issue. If clinical symptoms or other diagnostic tests implicate a specific cancer such as T-cell leukemia, gene-based testing could also be used to confirm diagnosis by detecting possible known T-cell gene arrangements. Furthermore, these same tests could be used to monitor success of anti-cancer therapy. For example, disappearance of the same T-cell gene re-arrangement would indicate cancer remission in the patient.

Molecular-based genetic tests can be used for many different purposes including carrier screening, prenatal testing, cancer risk, or confirmatory cancer testing, and genetic identification. Carrier testing normally involves identification of an individual who carries one copy of a gene for a disease that requires two copies for the disease to be expressed. An example of such a carrier testing includes Ashkenazi genetic carrier screening for an array of genetic diseases including Tay-Sachs diseases, Gaucher disease, cystic fibrosis, Canavan disease, Niemann-Pick, and familial dysautonomia. For further introduction on the use of molecular-based methodologies in genetic testing for cystic fibrosis, see the article in the next issue of Clinical Laboratory Science (Winter 2006) by Dr Edward Highsmith and his colleague Timothy S Uphoff from Mayo Clinic. Prenatal testing involves identification of gene alternations in the fetus for a specific genetic disease such as fragile X syndrome.

For cancer detection, molecular-based diagnosis has never been so close to reality in assisting physicians in detecting specific cancers or even in assisting in monitoring anti-cancer therapies. Dr Christopher Gocke from John Hopkins University provides specific information on molecular diagnosis and monitoring of hematological malignancies in the next issue (Winter 2006). Dr Gocke’s article will provide detailed information on molecular diagnostics and monitoring of hematological malignancies.

Because of the genetic distinction of each individual, molecular-based testing can also be used for forensic or identity testing. Short tandem repeat (STR) assay has been used, for example, for paternity identification or criminal investigations. STR has also been implemented in the clinical setting to monitor efficacy of bone marrow transplantation of leukemia patients.

Altogether, gene-based molecular diagnostics provides us with tremendous power for clinical diagnosis of a broad range of diseases. With emergence of new and more powerful technologies, use of molecular diagnostics will only continue to grow. Implementation of more sensitive and specific tests with these new technologies in clinical diagnosis would allow us to continue improving patient care and thus saving more lives.

In this article, I will briefly describe principles of various gene-based amplification technologies including some of the most popular technologies such as Amplicor® (Roche), NucliSens® (Organon Teknika), Quantiplex® (Bayer), as well as real-time PCR methods that are currently available in the market for clinical diagnostics. Other technologies such as
LCR® (Abbott), Q<sub>β</sub>-replicase® (Gene-Track), and SDA® (Becton Dickinson) will also be introduced. New emerging technologies such as immuno-PCR (IPCR), bio-barcode assay (BCA) and genomic/proteomic approaches, which have not yet been applied to clinical testing, but may prove to be even more powerful tools in molecular diagnostics, will be addressed.

Gene-based amplification typically consists of three major steps: primer-template hybridization, synthesis, and amplification. The gene-based amplification methodologies may be categorized based on the means of amplification, i.e., 1) target-based amplification methods, which are designed to detect and amplify the target gene of interest; 2) probe-based amplification methods, which rely on amplification of the probes that are homologous to a specific gene target, and, 3) signal-based technologies that amplify the signal rather than the gene target sequence.

GENE-BASED AMPLIFICATION TECHNOLOGIES

The gene-based amplification technologies can be further divided into PCR-based or non-PCR-based methods. PCR-based method is an artificial DNA amplification method that is performed at various temperatures using a thermocycler. In contrast, most of the non-PCR methods take advantage of the natural nucleic acid amplification processes. For example, ligase chain reaction (LCR) mimics the enzymatic ligation process; nucleic acid sequence based amplification (NASBA) mimics viral RNA reverse transcription and transcription; strand displacement assay (SDA) resembles the DNA excision repair process; and Q<sub>β</sub>-replicase RNA amplification resembles bacteriophage replication.

Another common feature of non-PCR-based assays is that these assays can be carried out at constant temperature without thermocycling.

In theory, a single molecule can be detected and amplified to 10<sup>9</sup> to 10<sup>12</sup> molecules within a few hours of the amplification reaction. In clinical practice, however, a much lower efficiency is obtained due to impurities and other intrinsic factors within the clinical specimens that may affect the efficiency of the amplification. Nevertheless, 10 to 100 copies of the target nucleic acid sequences, for example, can normally be detected with high probability.

DETECTION OF AMPLIFIED GENE PRODUCTS

Typically the amplified gene products can be detected by using various labeled reporter molecules such as enzymes, antigenic substrates, radioisotopes, chemiluminescent moieties, or fluorescent labels (Table 1). The classical means of gene detection is the use of DNA probes labeled with radioactive <sup>32</sup>P. Binding of the probe to the amplified product (hybridization) enables visualization of the gene product either by autoradiography or liquid scintillation counting. In most of the current commercially available diagnostic kits, however, radioactive isotopes are replaced by enzymes, affinity labels, chemiluminescent molecules, or fluorescent reporters for the detection of the amplified products. For example, direct labeling of oligonucleotides with the enzymes alkaline phosphatase or horseradish peroxidase, is responsible for the signal amplification in the bDNA signal amplification assay. Addition of enzyme specific substrates such as di-oxetane to the amplified product gives light emission that can be detected by luminometry. Affinity labels such as biotin and digoxigenin are incorporated into the primers in PCR-based assays by enzymatic (nick translation or random-priming techniques) or non-enzymatic, e.g., photobiotin methods. Streptavidin linked to an enzyme is used to detect the moiety attached to the primers, and the detection is completed through the use of colorimetric or chemiluminescent substrates for the enzyme. Chemiluminescent markers are chemical groups that release light when exposed to certain substrates after the hybridization reaction is complete. The light emitted can be detected with X-ray film or a luminometer. Such assays have sensitivity ranges equal to or greater than those of <sup>32</sup>P.

Chemiluminescent labels, such as acri-dinium esters, have been incorporated into many commercially available probe kits and are used in a format that is

<table>
<thead>
<tr>
<th>Table 1. Commonly used reporter molecules for detection of amplified gene products</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Radioactive</strong></td>
</tr>
<tr>
<td><strong>Enzymatic</strong></td>
</tr>
<tr>
<td><strong>Affinity labels</strong></td>
</tr>
<tr>
<td><strong>Chemiluminescent</strong></td>
</tr>
<tr>
<td><strong>Fluorescent</strong></td>
</tr>
<tr>
<td><strong>Nanoparticles</strong></td>
</tr>
</tbody>
</table>
rapid and highly efficient. Fluorescent labels have now been used in real-time PCR and single nucleotide polymorphism (SNP) analyses for the detection of amplified gene products or gene mutations.

There are five commonly used fluorophores including FAM (SYBR Green I), JOE (VIC), TAMRA (NED or Cy3), ROX (Texas Red), and Cy5. Each of them has a different excitation and emission spectrum thus allowing detection of single or multiplex (up to five colors) amplicons with great assay versatility.

Typically a fluorescent dye molecule is covalently attached to either a primer or a probe. Upon incorporation of the primer into an amplicon during gene-amplification in real-time PCR, increase of the fluorescence of the dye molecule can be detected at a single molecular level which thus allows real-time quantification of gene amplification cycle-by-cycle. The most recent new label for the detection of biological molecules is the fluorescent semiconductor nanocrystals, also known as quantum dots or qdots. Evolved from electronic material science to the applications in molecular diagnostics, this new technology can monitor intracellular processes at the single molecular level with very high resolution. This extremely sensitive detecting label has far-reaching potential in improving sensitivity and specificity of future clinical diagnostic tests.

TARGET-BASED GENE AMPLIFICATION
Polymerase chain reaction (PCR)
PCR is a typical example of target-based amplification technology. For example, in the detection of a particular pathogen using PCR, a unique segment of DNA or RNA (rt-PCR), that represents a specific pathogen of interest, is selectively amplified and used to distinguish it from other organisms. Therefore, detection of a specific amplified gene sequence indicates the presence of a specific pathogen.

Protocols for detection of a vast variety of infective agents including viral, bacterial, fungal, and parasitic pathogens can be found in the literature. However, those ‘in house’ protocols are generally not adequate for immediate implementation in clinical testing unless, after proper assay validation, very restrictive QA/QC procedures are strictly enforced, and proper regulatory rules are followed. One limitation of the PCR-related techniques is that the blood sample has to be collected in tubes with anticoagulant such as ACD or EDTA. Heparin strongly inhibits the PCR reaction.

Cross-contamination is a major concern in PCR. However, an enzyme called uracil-N-glycosylase (UNG, commercially known as AmpErase®), which can break down pre-amplified amplicons, is incorporated in the Amplicor kits and works quite effectively in minimizing this potential problem. PCR-based technology for clinical diagnosis of various diseases is commercially available under the commercial name Amplicor™, through Roche Diagnostics Systems, Inc. These Amplicor tests include HIV, HCV, HBV, HPV, Clamydia trachomatis, and Neisseria gonorrhoea.

Real-time PCR
PCR can also be used to quantify amplified gene sequences. However, the limitation associated with the traditional quantitative PCR is that the DNA copy numbers are calculated based on the final amplified gene products. Since DNA is amplified exponentially during PCR, a small variation in amplification efficiency early in the thermocycling process could potentially lead to a large variation in the final quantity of amplified products. Consequently, the intra- and inter-assay variability is often an issue to consider because the final accumulated product quantity may not necessarily be reflective of the initial copy number. Even though this limitation can be partially circumvented by adding an international quantification control, another shortcoming of the conventional PCR-based assays is that they generally have a narrow linear

Figure 1. Principle of real-time PCR

Adapted from Perkin-Elmer Real-time PCR Manual, 1997
There are several advantages to real-time PCR. It does not rely on the final product at end of the PCR amplification for quantification as regular PCR does. DNA copy numbers are determined based on the threshold cycle (C\text{t}), which is directly proportional to the initial copy number. Thus, the measurement is highly accurate and reproducible. Since probe cleavage alone is responsible for increase of fluorescent signals, it is highly specific. For example, if the probe binds non-specifically to some other sequences that are not between the forward and reverse primers, it will not be cleaved or detected as part of the amplification. Conversely, non-specific primer binding and amplification will not be detected, because the probe is gene specific, hence does not bind to the same region. Since measurement of DNA copy number is directly proportional to the initial copy numbers, it allows much wider linear dynamic range of detection for quantification than conventional PCR. For an example of HIV-1 proviral DNA quantification using the real-time PCR technology, see reference.\textsuperscript{6} Besides the quantification power of real-time PCR, it can also be used for mutation detection or genotyping by using melting curve analysis of the amplified gene sequences. The rationale behind this capacity is based on the fact that every DNA fragment melts at a characteristic melting temperature (Tm). A mismatch between a mutated gene target and a fluorescent labeled wild type gene probe will result in a lower Tm that can be readily detected by changes in fluorescent profile.

There are two types of probes used in real-time PCR: hydrolysis probes for real-time quantification and hybridization probes for single nucleotide polymorphisms (SNPs) and mutation detections. Examples of hydrolysis probes include TaqMan probes, molecular beacon probes, and scorpion primer-probes.\textsuperscript{7,8} The TaqMan probes present as linear oligonucleotides; oligonucleotides of molecular beacon probes are typically in a hairpin format labeled at one end with a quencher and at the other end with a fluorescent reporter. In the absence of gene targets, the fluorescence is quenched. However, when molecular beacons hybridize to their gene targets, the hairpin structures open and they emit intense fluorescent signals for real-time detections. Scorpion primer-probes incorporate both the primer and probe into oligonucleotides that exist in a hairpin loop structure. Similar to molecular beacons, the fluorescence of scorpion primer-probes is normally quenched. Upon primer-mediated DNA synthesis of the gene targets, the scorpion probes hybridize to the newly formed complementary sequences, separating the fluorescent reporters from the quenchers thus restoring the fluorescence. In principle, molecular beacons and scorpion probes provide better probe-target binding specificity than linear probes.

Hybridization probes have been used for detections of mutations and SNPs by combined use of melting curve analysis and sequence-specific fluorescence resonance energy transfer (FRET). In a FRET melting curve analysis, two hybridization probes that are complementary to a continuous region of the gene target are labeled with fluorescein or LC Red 640, respectively. When the two fluorescent labeled probes come together upon gene-specific hybridization, excitation of fluorescein causes an energy transfer, which subsequently results in excitation of the LC Red 640 molecule. Such a FRET allows detection of specific probe-gene hybridization. Melting curve analysis is based on the fact that each double strand DNA has its own unique melting temperature (Tm). A single change in nucleotide will result in change of Tm. Therefore, combined use of FRET for gene-specific hybridization with mutation-specific changes of Tm enables detection of specific gene mutations with high accuracy.

**Nucleic acid sequence based amplification (NASBA)**

NASBA is another target-based amplification method that is formerly known as 3SR (self-sustaining sequence replication). In contrast to PCR, however, this method is essentially an in vitro version of the natural replication of retroviral RNA. Therefore, this assay is useful only for detecting RNA targets such as HIV or HCV. A standard NASBA reaction contains T\text{7} RNA polymerase, RNase H, avian myeloblastosis virus (AMV) reverse transcriptase, nucleoside triphosphates, two specific primers, and appropriate buffer contents. For quantification of HIV viral load, for example, primer 1 is about
45 bases in length with an average of 20 bases at the 3’ end that are complementary to the 3’ side of the target sequence. The 5’ end of this primer contains a promoter sequence that is recognized by T7 RNA polymerase. Primer 2 is about 20 bases in length and is derived from the opposite (5’ direction) side of the target sequence. The NASBA test involves repetitive reverse transcription from an RNA template by AMV reverse transcriptase and RNA amplification from cDNA by gene transcription via T7 promoter. Approximately 40 copies of RNA can be made (versus two copies/cycle in PCR) in each cycle for each copy of the RNA target. Within a 90 minute reaction, approximately $10^{12}$ RNA molecules can be made starting with 10 copies of purified RNA molecules.

One advantage of using NASBA is that it can use any types of specimen, e.g., serum, plasma, cerebrospinal fluid, tissue, seminal plasma, or genital secretions. There is no specific requirement for anticoagulant. A drawback of this test is that it requires a separate RNA extraction step, making it more labor intensive. Consequently, a potential problem with NASBA is the significant risk of carry-over contamination between samples since much pipetting and tube opening must be performed for the isolation of viral RNA from plasma or serum specimens. The commercial name of NASBA amplification products is NucliSens™ through bioMerieux, Inc. Commercial tests currently are available include NucliSens CMV pp67, RSV A+B, Enterovirus, and HIV-1.

PROBE-BASED AMPLIFICATION

Ligase chain reaction (LCR)

In contrast to target-based amplification technology, probe-based technique is designed to amplify the probe homologous to the target. LCR is a method designed to amplify the probes that are homologous to a specific target of interest. The rationale behind this method is that ligation is most efficient when two discrete probes hybridize to the target in a head-to-tail fashion. Once the first pair of probes is ligated, it can in turn serve as a template for annealing and ligation of a second pair of probes complementary to its sequence. Recycled ligations between these two sets of ligated probes plus the original targets will result in a logarithmic accumulation of ligation products. Diagnostic tests using LCR are developed under the trademark name of LCx at Abbott Laboratories. A HIV-1 LCx commercial test is available outside the United States.

Strand displacement amplification (SDA)

The key principle of SDA resembles DNA excision DNA repair. In the presence of a single strand nick on a double stranded DNA molecule, the nicked strand will be prejudicially displaced by a newly synthesized DNA strand. If it were possible to create a nick repeatedly at the same location, displaced DNA strands of the same size could then be produced continuously. To accomplish this goal, an endonuclease restriction enzyme HincII or BsoBI is used, which only nicks DNA on one strand of its recognition site (5’-GTTGAC-3’) when the opposite strand is hemiphosphorothiolated (DNA contains dATPαS instead of dATP) during DNA synthesis. The primers used in this method contain this particular recognition site and are designed in such a way that the size of the displaced strand will be the same as the target. Therefore, the displaced DNA strands can also be used as templates for subsequent reactions. Repetition of this nicking and displacement cycle will result in a geometric accumulation of the synthetic product with approximately a $10^8$-fold amplification within two hours. Although this method has the potential to be used in diagnosis of many diseases such as HIV-1 and Mycobacterium spp, no commercial tests have yet been marketed.

QB-β-replicase amplified probe assay

QB-β-replicase amplified probe assay is another probe-based amplification method. This method takes advantage of a unique feature of the bacteriophage QB-β-replicase, which replicates only those RNA substrates with a specific secondary structure. Therefore, by incorporating a target-specific probe into a QB-β-replicase substrate, not only does this probe-containing substrate hybridize to the gene target, but the QB-β-replicase specifically amplifies only the hybridized RNA substrates. Unhybridized probes will be removed upon RNaseH treatment. Using this method, one copy of the target could be amplified into $10^8$ copies with 30 minute incubation. The use of QB-β-replicase amplified probe assay has been described previously by Gene-Track Inc. for the detection of HIV, C. trachomatis, M. avium, and M. tuberculosis. However, no commercial kits are yet available using this technology.

SIGNAL-BASED AMPLIFICATION

Branched DNA (bDNA)

The bDNA method is a probe-based amplification assay developed by Chiron Diagnostics and currently owned by Bayer Inc. It may be used to detect both DNA and RNA targets. Several hybridization steps are incorporated in this method. After DNA or RNA extraction and denaturation of the target, the first hybridization step is to position the target using a capture probe attached to a solid surface. Once the target is captured, a second probe (extender probe) is used to hybridize to the target at an adjacent sequence in relation to the first hybridizing region. An
amplification multimer (branched DNA) which is homologous to the extender probe will then attach to the extender. Alkaline phosphatase-labeled oligonucleotides will stick to these branches with 3,000 to 22,380 branch sites per target molecule. This branched tree type complex can be detected using chemiluminescence. This technique is advantageous in that the assay is simple to perform with a low inherent variability and limited carry-over contamination. Although a larger number of assays can be performed per day, the turn around time is significantly longer than PCR-based assays. This may be an important factor in situations where results are required quickly. The bDNA-based diagnostic tests are available under the trade marker of Quantiplex™ or Versant® through Bayer Inc. for the detection of various infections including HIV, HBV, HCV, and CMV.

OTHER GENE AMPLIFICATION TECHNOLOGIES

There are a number of new emerging technologies that have not yet been applied to clinical testing, but may prove to be very useful tools in future gene diagnostics. Only two particular technologies are discussed in the following.

Immuo-PCR (IPCR)

Immuo-PCR is a new emerging technique that combines the versatility of the well-established ELISA methodology with the amplification power of real-time PCR. However, it detects proteins instead of nucleic acids. For example, IPCR has been used for quantification of HIV-1 p24 antigenemia. In this assay, signal DNA molecules are attached to the anti-p24 antibody. While p24 antigens are detected by anti-p24 antibody using ELISA, the number of bound antigen-antibody complexes is quantified by real-time PCR amplification of the signal DNA molecules. Testing of patient samples by using this assay detected p24 antigen at the femtogram (fg) level, which is at least 10³ more sensitive than conventional ELISA assays. Although IPCR could in principle become one of the most sensitive diagnostic tools, it is technically difficult to create the antibody-DNA conjugates. There are also increasing concerns about the substantial backgrounds it generates due to nonspecific binding of the antibody-DNA conjugates to the solid phases. Thus the actual utility of this methodology in clinical diagnostics is yet to be seen.

Bio-barcode assay (BCA)

Nanotechnology is making another wave of revolution in the diagnostics industry. The combination of nanotechnology and diagnostic biology creates an unprecedented and innovative way to detect biological molecules at an extreme low level, providing the potential for a generation of a variety of new and much more sensitive diagnostic tests. One of the nanotechnology-based techniques, known as bio-barcode amplification (BCA), can potentially detect multiple disease targets in a single clinical sample simultaneously. This new technology detects both protein and nucleic acids and is based on capture of protein or nucleic acids by magnetic gold nanoparticles. For the detection of a DNA gene target, for example, each magnetic gold nanoparticle (approximately 30 nanometers in diameter) is attached to hundreds to thousands of gene-specific oligonucleotides. These gene-specific nanoparticles can capture the gene of interest by sandwiching the DNA between two particles. The ‘particle-DNA-particle’ sandwich is then removed magnetically for final DNA recognition and quantification. Since each nanoparticle is coated with thousands of signal oligonucleotides, it thus automatically amplifies each of the DNA molecules by at least a thousand-fold. Because the DNA molecules are collected by magnetic enrichment, the BCA offers extreme high detection sensitivity with its limit at approximately 500 zeptomolar (zM) target DNA, i.e., less than 500 molecules per milliliter of solution. BCA has also been tested in the detection of amyloid-β-derived diffusible ligands (ADDLs), a protein marker that can be used to diagnose onset of Alzheimer’s disease. Normally the ADDL concentration in brain or CSF is too low to be detected (<1 pM) by conventional diagnostic methods. However, ADDL concentrations were consistently detected by BCA and shown to be higher in the patients with Alzheimer’s disease than nondemented age-matched controls. Therefore, if BCA were validated in further clinical trials, this assay could become the first diagnostic test to conclusively diagnose Alzheimer’s disease in living patients.

Genomics and proteomics in molecular diagnostics

Development of microarray technology now enables us to scan genome-wide genetic changes at the DNA, RNA, or protein levels. For example, DNA sequencing arrays are designed for simultaneous determination of multiple nucleotide sequences of interest. This approach is suitable for SNP detection of multiple genes, which could allow us to detect multiple mutations that contribute to a specific disease or predisposition of multiple diseases. Expression arrays are used for detection of changes at the gene transcriptional levels such as mRNA expressed in a tissue. Since tumorigenesis is typically the result of accumulating changes of gene expression or mutations, persistent changes in gene expression levels such as activation of oncogenes or loss of tumor suppressor gene expressions could be a strong indication of onset of cancerous cellular growth. Golub and colleagues were among the first to use gene expression profiling to distinguish acute myeloid leukemia (AML) from acute lymphoblastic leukemia (ALL). Similarly, comparison of protein abundance or searching for subsets of proteins linking to a specific disease
(protein profiling) at the genome-wide scale offers additional power to evaluate potential pathological changes in a patient, e.g., onset of cancer. Typically, combined use of multiple techniques is needed to decipher the complex nature of these datasets generated by genomic or proteomic methods. For example, to identify protein biomarkers that link to a specific disease, combined use of artificial-intelligence-based informatic algorithms for data mining and matrix-assisted laser desorption ionization time-of-flight mass spectrometry (MALDI-TOF-MS) for protein identification are needed. An increasing number of studies that utilize these strategies to identify subsets of genes or proteins as biomarkers for variety of cancers are available, such as melanoma, ovarian cancer, oral cancer, and colorectal cancer.20-21

Regardless of their high potential in molecular diagnostics, the use of genomic and proteomic biomarkers for earlier detection and risk assessment of genetic diseases has not reached the level of confidence required for clinical practice. There is an ongoing nation-wide effort coordinated by the National Cancer Institute’s Early Detection Research Network (EDRN); its specific goal is to identify, validate, and implement specific cancer biomarkers for the earlier detection and risk assessment of cancers by using various genomic and proteomic approaches. It is hopeful that some of the future discoveries will soon lead to diagnostic tests that can be used in the clinic setting.

Single-cell diagnostics
Current diagnostic specimens such as blood or biopsy samples normally contain a mixture of cell types. Because many diseases such as cancers may initiate from a single cell type or even start with a single cellular event, early detection of cancer or monitoring anti-cancer therapy requires precise molecular diagnostics at the level of pure cell population or possibly in a single cell. However, procurement of a pure cell population from clinical specimens has been hampered by the lack of suitable technical tools. Development of the laser capture microdissection (LCM) technique now enables us to isolate a specific cell subtype or even a single cell under the microscope.22 Thus combining the analytic power of molecular-based testing and the LCM cell isolation technique, molecular diagnostics is now elevated to a whole different level. For example, by using the single-cell complementary DNA array and LCM, we are now capable of analyzing gene or protein profiles of two adjacent cell types within a single tissue such as a tumor. Even though molecular diagnosis at the single-cell level is not yet a reality in the clinical setting, analysis of single-cell genetic changes using the proven techniques should provide insights into the molecular pathology underlying many of the human diseases and thus promises more precise disease diagnosis. For more detailed reviews of this subject, see references.23,24

SUMMARY
In the last two decades, we have experienced explosive growth in the number and variety of new gene-based amplification and detection technologies, revolutionizing our ways of conducting clinical diagnosis and practicing medicine. However, as with any other new technologies, gene-based amplification and detection technologies have their own strengths and pitfalls. The obvious advantages of these technologies are that they are rapid, specific, and highly sensitive, involving direct detection from clinical specimens and avoiding the need for laboratory cultivation. As a result, the turn-around time is rapid. Even though the cost of these tests on a per test basis is relatively high at present, the quick turn-around time allows timely treatment for many life-threatening diseases. This minimizes the time of hospital stay and therefore reduces the overall cost.

The shortcomings of these new technologies, however, are potential false positives due to carry-over contamination or false negatives due to inhibitory effect on gene amplification. These potential technical errors could have significant impact on clinical care. Despite the obvious advantages and power the new gene diagnostic techniques can offer us, it would be a mistake to assume that they can replace the conventional diagnostic techniques. Rather than replacing the conventional methods of diagnostic testing such as classical microbiological methods, gene-based amplification technologies should serve as an adjunct to those methods and as a more rapid and less cumbersome alternative for clinical diagnosis. Overall, these new gene-based diagnostic technologies will undoubtedly significantly expand and expedite our ability in daily clinical diagnostics. Future implementation of genomic and proteomic approaches in clinical testing especially in pure cell type or at the single-cell level will undoubtedly expand our repertoires in clinical testing. Some of the current and future new diagnostic techniques will eventually become mainstream tools in clinical diagnostics and may very well replace some conventional diagnostic methods.
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FOCUS: GENE-BASED DIAGNOSTICS

Molecular-based Laboratory Testing and Monitoring for Human Immunodeficiency Virus Infections

NIEL CONSTANTINE, RICHARD ZHAO

Applications of laboratory testing for human immunodeficiency virus type 1 (HIV-1) infection have made significant impact on clinical care of HIV-infected patients globally. As these technologies continue to evolve and new technologies emerge, unique and highly sensitive nucleic acid-based testing methods will offer more and better means for us to guide physicians in anti-retroviral treatment strategies and clinical management of HIV-infected patients. In this review we discuss a variety of current molecular-based methods that are available for HIV testing including diagnosis, monitoring disease progression, and detection of drug resistance to anti-retroviral therapy. Newer approaches that could be used in future HIV testing are also introduced.
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LEARNING OBJECTIVES
1. Describe the uses of molecular-based assays in addressing issues related to HIV infection.
2. List three specific molecular methods commonly used to quantify HIV viral load and describe how they differ in principle.
3. Describe molecular methods that can be used to determine viral resistance to anti-retroviral drugs.

Methods for detection of viral nucleic acids (RNA or DNA) using nucleic acid tests (NATs) grew from a mere research tool to a clinically useful tool in the mid 1990s. Within a few years, molecular tests were being used to detect viral RNA for screening of blood and blood products. Subsequently they were implemented in the clinical laboratories for use in the management of infected individuals and prognosis of disease outcome. More recently, NATs have been further modified to allow genotyping of viral types, groups, and clades. They can be additionally used to determine gene mutations associated with viral resistance to anti-retroviral therapy. They are now becoming indispensable tools in the clinical setting for assisting physicians and practitioners in their successful management of persons with HIV/AIDS. For example, the development of highly active antiretroviral therapy (HAART) has heralded marked advances in understanding the dynamic equilibrium of HIV-1 replication, cell destruction, and cell replenishment. The rapid reduction in virus levels a few weeks after initiation of HAART has led to dramatic improvements in the clinical management of HIV-infected patients. However, many problems remain mainly because of the emergence of viral resistance to drug therapy, the realization of the existence of viral genomes...
integrated in chromosomes (viral latency), and an understanding of the distribution of virus in other cellular compartments, e.g., lymphatic tissue. The use of NATs for quantification of viral burden offers a powerful means for us to: 1) measure the viral load baseline prior to initiation of HAART, 2) assess the efficacy of initiation of antiviral drug treatment, 3) detect the onset of drug resistance both after initial therapy and after prolonged therapy, and 4) predict the development of AIDS-defining opportunistic infections and disease progression. Thus, molecular diagnostics has dramatically changed the way HIV related medicine is conducted, and has not only helped to prevent the spread of infection but has resulted in an extension of the length and quality of life. This brief review provides an update on some of the major NATs that are available and their appropriate usage for addressing HIV infection.

USES OF MOLECULAR METHODS FOR HIV DIAGNOSIS

NATs can be used to resolve the infection status of individuals with indeterminate serological results. They are especially valuable in identifying HIV infection in newborns from seropositive mothers. NATs such as DNA or RNA PCR now allow us to diagnose HIV infection soon after birth instead of waiting at least three to seven months for a final diagnosis, thus enabling physicians to treat only those babies with infections. Unlike adults, serological testing of children under the age of 18 months has little diagnostic value because of the presence of maternal antibody in the newborn.

In most individuals, the HIV seronegative window period of about three weeks following initial infection can be shortened to about 12 days by using molecular DNA or RNA tests. Viral RNA is the earliest marker appearing after infection and follows a predictable course with RNA levels ‘ramping up’ during the first five to six weeks to reach a peak of nearly one million copies/mL within two to six months; it subsequently falls (without treatment) 2 to 3 logs to a ‘set point’ of about 10,000 copies/mL. The ramping up period represents the doubling rates of HIV (21.5 hours), and about one billion virions are produced each day, regardless of the stage of infection. From

---

**Figure 1.** Laboratory markers during the course of HIV infection, showing peak viral load levels early during infection, establishment of the set point (near 150 days), and the gradual increase during infection.
the set point, viral load remains at fairly constant levels (low to moderate) for up to ten years before rising to high levels when AIDS occurs. It is the immune response that combats the viremia and keeps the viral levels in the blood fairly constant. The set point appears to dictate the future course of the disease, with higher set points signaling a poor prognosis for the patients. For example, infected persons whose HIV RNA viral load levels exceed 100,000 copies/mL at six months after infection are 10-fold more likely to progress to AIDS within five years than those with levels less than 100,000 copies/mL. Figure 1 depicts the relationship of RNA levels to other laboratory markers during the course of HIV infection.

**MONITORING RESPONSE TO THERAPY AND DISEASE PROGRESSION**

Monitoring viral burden has become essential to determine when to institute drug therapy and when therapy may need to be changed. The use of NATs has proven to be the most important means to assist in the management of patients because NATs yield insight into the degree of the viral burden. Experts suggest to measure viral load twice during a two-week interval to determine the viral baseline. The same tests should be followed by a single test every several months thereafter to determine disease progression. Typical response of a drug naïve patient after initiation of antiviral treatment should be expected to be 0.7 to 0.8 log viral reduction using reverse transcriptase inhibitors or 2-3 logs viral reduction with protease inhibitors. Combined use of RT and protease inhibitors often results in significant reduction in viral load to a non-detectable level by the current molecular methods, i.e., less than 50 viral RNA copies/mL. Clinical data further suggest that early treatment in acutely infected patients may provide additional benefit.

There are three commercial test kits that are FDA-approved for the measurement of HIV-1 RNA (viral load) in plasma: 1)

<table>
<thead>
<tr>
<th>Table 1. Comparison of three commonly used commercial methods in determination of HIV-1 viral load</th>
</tr>
</thead>
<tbody>
<tr>
<td>METHOD</td>
</tr>
<tr>
<td>Test name (Manufacturer)</td>
</tr>
<tr>
<td>Lower detection limit</td>
</tr>
<tr>
<td>Linear detection range (copies/mL)</td>
</tr>
<tr>
<td>Volume of plasma required</td>
</tr>
<tr>
<td>Coefficient of variation (%)</td>
</tr>
<tr>
<td>Estimated time to perform test</td>
</tr>
<tr>
<td>Specimen type</td>
</tr>
<tr>
<td>Maximum number of tests per run</td>
</tr>
<tr>
<td>Estimated cost of capital equipment</td>
</tr>
</tbody>
</table>
two versions of the Amplicor Monitor™ (Roche Diagnostics Systems) which is a RT-PCR method, 2) the Versant™ HIV-1 RNA 3.0 kit (Bayer Inc) which is known as bDNA, and 3) the Nuclisens™ HIV-1 RNA QT System (bioMerieux Inc), which is also known as nucleic acid sequence based amplification (NASBA). The Amplicor Monitor RT-PCR based testing system is a target-based amplification assay based on the principle of RT-PCR, i.e., the viral RNA is first reverse transcribed by reverse transcriptase into cDNA and the DNA is then amplified by PCR. Similarly, the Nuclisens HIV-1 RNA QT assay is a target-based amplification process, but it directly amplifies the viral RNA using a method mimicking natural replication of retroviruses.10 In contrast, the Versant HIV RNA 3.0, formally known as the Quantiplex™ or bDNA assay (Chiron), uses a signal-based amplification principle.11 All three commercial methods, described in more detail below, achieve very similar results for the quantification of HIV-1 RNA (Table 1).12

Amplicor Monitor
The Amplicor Monitor assay utilizes a template-based RT-PCR amplification process to convert the target viral RNA template to a DNA form that can be amplified and detected, i.e., the method combines reverse transcription and DNA amplification reactions. The enzyme reverse transcriptase (RT) converts viral RNA into cDNA which is amplified using PCR. By incorporating a specific RT (rTth polymerase isolated from a thermophilic bacterium, Thermus thermophilus), a one step assay is possible because rTth polymerase can carry out both reverse transcription and DNA amplification.

The RT-PCR reaction is carried out in an instrument called a thermocycler that allows for the rapid changes in temperature required for cycling through extension and denaturation steps. Oligonucleotide primers that are biotin-labeled, initiate the replication of DNA and the DNA sequence products (amplicons) become biotinylated. These products are subsequently captured by complementary oligonucleotides immobilized on a microtiter plate. The products are detected by an avidin-horseradish peroxidase conjugate that binds to the biotinylated captured amplicons; a substrate is subsequently added to form color, and a microtiter plate spectrophotometer is used to measure the level of signal (color) generated by the amplified products.

An automated system called the COBAS Ampliscreen is also available for HIV RNA testing and is approved by the FDA; it offers full automation for the RT-PCR method. Technically, the RT-PCR assay is moderately difficult to learn and requires a skilled user; a relatively slow learning curve should be expected.

Cross contamination by amplicons is a potential problem for PCR-based assay. To prevent cross contamination, an enzyme, uracil-N-glycosylase (UNG, commercially known as AmpErase®), is included within the Amplicor reaction to eliminate previously amplified amplicons, in which deoxy-uridine triphosphates (dUTP) are intentionally incorporated into DNA. Furthermore, a uni-directional work flow is strongly recommended in order to maintain a low risk of cross contamination when performing PCR.

Nucleic acid based sequence amplification
Similar to the Amplicor Monitor assay, the NASBA assay is a target-based amplification method.14 In essence, it parallels the natural replication of retroviral RNA in vitro. With the combined use of avian myeloblastosis virus (AMV) reverse transcriptase, T7 RNA polymerase, and RNase H in one tube, the NASBA test involves repetitive steps of reverse transcription from the viral RNA template with subsequent RNA amplification from cDNA. Approximately 40 copies of RNA can be made per cycle for each copy of the RNA target, and within a 90 minute reaction; approximately 1,000 RNA molecules can be made from 10 starting copies of purified RNA molecules. The amplification process results in the production of large quantities (billions) of the target sequence of single-stranded, anti-sense RNA that is complementary to the original target RNA.

The amplified single-stranded RNA product is detected by hybridization to complementary wild-type or calibrator-specific ruthenium-labeled oligonucleotide probes tagged with an electrochemiluminescence moiety that is subsequently coupled to paramagnetic beads. The amount of chemiluminescence is proportional to the quantity of the amplified product.

Three internal controls are built into this reaction to monitor the efficiency of amplification and to calculate the viral load. An advantage to this method is that all the reaction steps are conducted at constant (isothermal) temperature (40 °C to 41 °C). A disadvantage is that a semi-automated electrochemiluminescence (ECL) detection instrument is required to measure the amplified products. Another advantage of using the NASBA system is that non-plasma samples can be used. The method requires a separate RNA extraction step, making it more labor intensive, although new pre-amplification procedures (NucliSens extractor) using silica for extraction are rapid and efficient.
bDNA assay
Unlike the Amplicor and NASBA assays that amplify the target viral nucleic acid, the bDNA technique amplifies the signal from a captured viral RNA target by sequential oligonucleotide hybridization steps. After disrupting the virion and denaturing the target, probes directed toward the pol gene hybridize to the target sequences. A mixture of capture probes attached to a solid surface of a microtiter plate bind the target. Once the viral target is captured, amplifier and pre-amplifier extender probes are used to hybridize to the target at an adjacent sequence region, resulting in a branched DNA complex. Alkaline phosphatase-labeled oligonucleotides attach to these branches with approximately 3,000 to 22,380 branch sites per target molecule. This branched tree type complex is detected using chemiluminescence. The technique has advantages in that the assay is simple to perform with a low inherent variability and limited carry-over contamination. Also, because of the many DNA probes, it recognizes a broad spectrum of HIV sequences, including those of viral variants, and does not require viral RNA purification (virions are concentrated by centrifugation). Although a larger number of assays can be performed per day, the turn around time for results is significantly longer than the other assays. This may be an important factor in situations where rapid turn-around times are required. The detection limit has recently been reduced to 50 copies/mL in the 3.0 version.

The requirement of larger volumes of plasma may be a concern when testing infants and newborns. A pediatric assay that requires only 50 µL of plasma is available through Chiron. However, the assay design was based on the first generation of bDNA method, thus the detection limit is too high.15

Other methods to measure viral load
In addition to these three commercial viral load assays, a number of other methods are used internationally or are under development. These include the ligase chain reaction (LCR, Abbott Laboratories), QB-replicase (Gene Track Inc.), strand displacement amplification (SDA, Becton Dickinson Co), hybrid capture system (Digene Co.), transcription mediated amplification (TMA, Gen-Probe Inc), and a quantitative method to measure the enzyme reverse transcriptase (ExaVir Load, Cavidi Tech). Each is based on different scientific principles, but they all have potential in providing similar and competitive assays for measuring HIV-1 viral load.

The Cavidi Tech RT assay is unique in that it is an ELISA-based assay. It incorporates determination of reverse transcriptase enzymatic activity and quantification of revised transcribed cDNA for viral load determination. Similar to an EIA method, the method requires two to three days for completion. Our laboratory recently reported on the method of immuno-PCR for the detection of ultra low levels of HIV p24 antigen. In this technique, a serologic antigen capture EIA method is coupled to real-time PCR where the detector antibody is indirectly labeled with a 500 base pair strand of DNA. The DNA is subsequently used as a template for amplification with the detection of amplicons using fluorescence-generating probes. This method was shown to detect lower levels of HIV virions than NAT methods. The sensitivity of this technology surpasses the high sensitivity of boosted EIA p24 methods and attains a level of sensitivity equal to or surpassing that of NAT.17,18

Monitoring HIV proviral DNA
Even though patients starting HAART regimens often achieve non-detectable HIV-1 viral RNA levels, questions remain as to whether or not the proviral DNA, either integrated or un-integrated, responds to HAART. It is not known if relative changes in proviral DNA levels precede changes of viral RNA levels post HAART introduction. Therefore, one of the current challenges in HIV disease management is to develop a procedure to detect the presence of low level proviral DNA in latently-infected CD4 lymphocytes and other reservoirs, especially because these hidden reservoirs can replenish and revive viral infection upon activation.19-21 Thus, a highly reproducible and accurate assay to quantify proviral DNA would enable a more in-depth evaluation of the efficacy of antiviral therapies. Unfortunately, there are no commercially available assays for quantification of HIV-1 proviral DNA levels.

Several research-based assays have been reported previously for quantification of HIV-1 proviral DNA, all of which were based on the principle of conventional PCR. The potential limitation associated with the traditional quantitative PCR is that the DNA copy numbers are calculated based on the final amplified gene products. Because DNA is amplified exponentially during PCR, a small variation in amplification efficiency early in the thermocycling process could potentially lead to a large variation in the final quantification of amplified products. To circumvent this problem, we have developed and validated a new protocol for quantification of HIV-1 proviral DNA.26 This assay is based on the principle of real-time PCR, also known as TaqMan™. Because of the inherent advantage of real-time PCR over classic PCR, this new assay provides a highly accurate and reproducible detection method for HIV-1 proviral DNA with a broad linear range of detection.
DETECTION OF HIV-1 DRUG RESISTANCE
Drug resistance testing by molecular methods now provides valuable information to guide therapy in HIV infected persons. As more information becomes available on the specific mutations that occur during drug treatment, healthcare workers are able to tailor therapy to be more effective in controlling infection and even predicting which drugs will be most efficacious. It is likely that drug resistance testing will gain even wider use as more mutations are detected and as new drugs become available. It is clear that identification of specific mutations provides information that can be translated to a more effective therapy that can extend an infected person's life.

In spite of the striking success of HAART in treating HIV-infected patients, most patients will eventually fail treatment as genetic changes emerge in the virus leading to drug resistance. The observed resistance is usually restricted to changes in those viral genes that serve as targets for the therapies that the patient has begun. For example, patients taking AZT as part of their therapy will typically develop mutations of codon 215 of the reverse transcriptase region of the HIV pol gene, thereby leading to a change in a single amino acid of the gene product and decreasing the effectiveness of AZT in the patient. Over time, additional mutations may occur in codons 41 and 219, again leading to different amino acid changes in the reverse transcriptase enzyme. The cumulative acquisition of new mutations is likely to lead to a loss of effectiveness of AZT.28,29 The identification of mutations can be accomplished through genotyping and phenotyping methods that provide information on the virus's drug resistance or susceptibility. Viral resistance is a decrease in virus susceptibility to a drug as evidenced by an increase in the concentration of drug required to inhibit viral replication by 50%.

The viral genotype reflects the genetic composition of the organism, which generates the phenotypic properties. Genotyping is a method for determining the constitution of nucleotide sequence in the viral genome that encodes the amino acids, and is usually carried out by directly sequencing the DNA of the viral genes. Genotyping assays are used more commonly than the phenotypic assays because they are less expensive, rapid, and more accessible than the phenotypic assays. In addition, it may be able to detect some of the viral gene mutations before drug resistance manifests at the phenotypic level. One of the technical challenges of the genotyping assay is that the knowledge and experience of the analyst may influence the interpretation of results. Moreover, results generated from genotypic assays are not always consistent with the results derived from the phenotypic assays.

The viral phenotype refers to any characteristic of the virus that can be detected or observed and that is related to its appearance, structure, or some measurable property. Phenotypic assays are able to assess the total overall effect of one or multiple mutations and mutational interactions. They evaluate the concentration of different drugs necessary to inhibit HIV replication in vitro, and directly measure, under controlled laboratory conditions, the level of resistance of the HIV population in an individual patient to each of the anti-HIV drugs. The phenotypic assay involves insertion of the reverse transcriptase and protease genes from the HIV clinical isolate of the infected individual via recombinant DNA techniques into a laboratory-derived molecular clone containing standardized viral envelope and accessory genes (experimental test). The recombinant clones are then grown in viral culture in the presence of varying concentrations of the drug being evaluated, enabling an assessment of the phenotypic characteristics expressed by the inserted genes. In addition, a wild-type virus lacking the recombinant inserts is included as a control.

The drug concentrations that result in 50%, 90%, and 95% inhibition of viral growth (in the experimental test) are termed IC_{50}, IC_{90}, or IC_{95}, respectively. Resistance is measured in terms of the IC_{50} and then compared with the IC_{50} for the fully sensitive, non-mutated wild-type virus. A 4-fold or higher shift between the IC_{50} of the recombinant clone and the wild-type virus indicates drug resistance. If the wild-type virus requires 0.5 μg of a drug to reduce viral growth by 50% and the sampled virus required 5 μg, this measurement would be referred to as a 10-fold resistance. Disadvantages of phenotypic assays are their high cost and a long turn around time for reporting (two to three weeks). In addition, the thresholds to define susceptibility are arbitrary, not standardized, and do not always reflect achievable drug concentrations.

The use of automated DNA cycle-sequencing based-technology is currently the most common way to conduct HIV-1 genotyping analysis. Currently, several types of genotypic and phenotypic assays exist for the analysis of HIV drug resistance. The genotyping methods include the FDA-approved TruGene™ HIV-1 Genotyping Kit and Open Gene DNA Sequencing Assay (Visible Genetics/Bayer Diagnostics), and the ViroSeq™ HIV-1 Genotyping System with the 3700 Genetic Analyzer (Celera Diagnostics). Both the ViroSeq HIV-1 Genotyping Systems and the Trugene HIV-1 test offer an integrated software algorithm to provide information to the physician about which gene mutations of RT and PR are...
most likely to confer resistance to a specific drug regimen. Inter-laboratory comparison of various DNA sequencing-based genotypic methods indicates that there is a high concordance in determining RT and PR gene mutations.50

Currently, the two most popular phenotyping assays are the PhenoSense (ViroLogic, Inc.), and the VircoTYPE HIV-1 (Virco). ViroLogic had developed a Therapy Guidance System (TGS) interactive database to help physicians guide patient therapy. The company has also introduced the PhenoSense GT™ system, which combines the PhenoSense HIV phenotyping assay, the GeneSeq HIV genotyping assay, replication capacity (RC), and HIV-1 subtyping to create a comprehensive HIV drug-resistance testing system. RC measures how well a patient’s virus is able to replicate compared with a wild-type reference virus. The VircoTYPE HIV-1 testing service was introduced in July 2004 as a complete HIV-1 phenotyping and genotyping service to replace VirtualPhenotype. The VirtualPhenotype (Virco) is a computer software program that provides a phenotypic prediction based on a database containing over 100,000 HIV phenotypes and genotypes (>18,000 paired genotypes and phenotypes).

Another method, the LiPA™ assay (Innogenetics) is a reverse hybridization method that uses easy to read strips. For determination of specific viral gene codon changes that confer drug resistance, however, the test only identifies the gene mutations that have been targeted by certain oligonucleotides applied on the strip. Another method that uses the DNA repair enzyme Cleavase™ in the Invader™ assay (Third Wave) could potentially detect all of viral gene mutations, but it is unable to provide specific information on gene codon changes.

One of the most powerful genotypic ways to determine HIV-1 drug resistance is the use of microarray technology. Affimatrix Inc. has developed specific DNA chips that can be used to detect all of the possible gene mutations conferring drug resistance to either RT or PR inhibitors. However, this assay is limited by its high cost of chips and instrument setup.

CONCLUSIONS

The management of HIV infection has changed dramatically in the past several years because of advances in technology that provide more capability for the monitoring of infection and in finding the causes of viral resistance to drug regimens. These capabilities are essential for guiding therapy and to increase the quality and extension of life in those infected with HIV. In light of recent developments in new and improved therapies, we have entered a new era in HIV treatment and management. Nevertheless, drug resistance will continue and vigilance is necessary. Although we by no means have found a cure for HIV infection, we are making good progress and giving more hope for millions of persons infected throughout the world. As we strive to achieve full eradication of HIV infection, we must combine proper therapeutic designs with accurate viral load measurements and resistance testing to allow an assessment of our progress and for the maximum care of patients.
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Thrombophilia can best be defined as a disorder of coagulation that contributes to a predisposition towards thrombosis. Although the term thrombophilia has been used to describe arterial thrombosis, its most common usage has been in reference to venous thromboembolism (VTE). Thrombophilia can be a consequence of both acquired and inherited or genetic causes. Acquired causes include conditions such as surgery, cancer, and prolonged immobilization, while genetic causes have been linked to the inherited deficiencies of antithrombin, protein C, and protein S. The identification of the genetic basis of these inherited causes of thrombophilia ushered in a new way of thinking about thrombosis and the importance of its genetic component. Interest in the genetic basis of VTE was accelerated with the subsequent discovery of factor V Leiden, prothrombin G20210A, and MTHFR C677T. These single nucleotide polymorphisms (SNPs) and other genetic variants associated with VTE have become fixtures in the molecular diagnosis of inherited thrombophilia. Because of the large volume of current and anticipated future genetic testing, there has been a push to develop many different genotyping methods which are now used in both clinical and research settings. The identification of new genetic variants that may either directly or indirectly affect coagulation or the anticoagulant pathway, may greatly advance the understanding and clinical management of thrombophilia.

**ABBRVIESATIONS:**

- APCR = activated protein C resistance;
- CBS = cystathionine β-synthase;
- FVL = factor V Leiden;
- LDL = low density lipoprotein;
- MTHFR = methylenetetrahydrofolate reductase;
- MTR = methionine synthase;
- MTRR = methionine synthase reductase;
- PCr = polymerase chain reaction;
- PE = pulmonary embolism;
- PT = prothrombin;
- SNP = single nucleotide polymorphism;
- VTE = venous thromboembolism.
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**LEARNING OBJECTIVES**

1. Define thrombophilia and explain the difference between acquired and inherited forms.
2. Define the terms multigenic and multifactorial.
3. Identify the three most common inherited protein deficiencies associated with venous thrombosis.
4. List three common genetic single nucleotide polymorphisms (SNPs) tested in the diagnosis of inherited thrombosis.
5. Describe the mechanism by which the Factor V Leiden mutation affects hemostasis.
6. Describe the effect of the MTHFR C677T mutation on homocysteine metabolism.
7. Explain the purpose of polymerase chain reaction (PCR).
8. Compare and contrast laboratory methods used to identify single nucleotide polymorphisms.

**FOCUS:**

**GENE-BASED DIAGNOSTICS**

**Molecular Diagnostics of Inherited Thrombosis**

**STACY LEAGUE, W CRAIG HOOPER**

Hemostasis is a complex balance of procoagulant and anticoagulant forces that act in concert to physiologically control
bleeding and clotting. The term thrombophilia refers to a disorder in coagulation that shifts hemostasis towards an increased predisposition for thrombosis. Although thrombophilia has been used by some to describe arterial thrombosis, its usage has commonly been synonymous with VTE and both will be used interchangeably in this review.

With an approximate annual incidence of 1 in 1000, venous thromboembolism (VTE) affects approximately 250,000 individuals each year. Pulmonary embolism (PE), a complication of VTE, has a high morbidity rate and is a leading cause of hospital in-patient deaths. Because thrombophilia is both multigenic (involving many different genes) and multifactorial (involving the interaction of genetic and acquired factors) it can be difficult to identify causes and predict risk.

Thrombophilia can be divided into two basic categories: acquired and inherited (Table 1). As implied, in acquired thrombophilia the increased risk of thrombosis is significantly reduced or removed when the associated condition no longer exists, such as the discontinuation of hormone replacement therapy. Inherited thrombophilia is a much more intricate puzzle because of the involvement of a wide array of genes and their proteins that either directly or indirectly affect coagulation and the anti-coagulant pathway. Consequently the possibilities for finding genetic variation related to thrombosis are seemingly endless. In most cases, a genetic predisposition alone is not enough to cause thrombosis. Therefore, the assessment of gene-gene and gene-environment interactions is another important piece of the puzzle. Also adding to the challenge are the differences between ethnicities. For example, the factor V Leiden polymorphism, which will be discussed later, is fairly common in people of Western European descent but found only rarely in those of African or Asian descent.

**GENETIC VARIANTS IMPORTANT IN VTE:**

An inherited predisposition can now be identified in approximately 60% to 70% of VTE patients. Autosomal dominant inherited protein C, protein S, and antithrombin deficiencies and, to a much lesser extent, recessive deficiencies or abnormalities in proteins such as factor VII, fibrinogen, and thrombomodulin are thought to account for anywhere from 5% to 15% of venous thromboembolism. Over 160 genetic variations have been identified in the protein C gene. In the absence of normal levels and/or decreased functionality of the above-mentioned proteins, the function of other coagulation factors may be impaired. For example, without activated protein C, the procoagulant factors Va and VIIIa are not completely inactivated. Similarly, a deficiency of protein S can impair the function of activated protein C.

Currently, laboratory diagnosis of these deficiencies involves functional or immunological testing, as clinical genetic testing presents somewhat of a challenge. The genetic changes underlying these protein deficiencies are due to many different mutations and types of mutations spread throughout the individual genes, thus making rapid detection difficult. Missense, nonsense, frameshift, deletion, and insertion mutations have all been found (Table 2). Mutation databases for the protein C, protein S, antithrombin, and fibrinogen

---

**Table 1. Conditions associated with thrombophilia**

<table>
<thead>
<tr>
<th>Acquired</th>
<th>Inherited</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surgery</td>
<td>Protein C deficiency</td>
</tr>
<tr>
<td>Trauma</td>
<td>Protein S deficiency</td>
</tr>
<tr>
<td>Malignancy</td>
<td>Antithrombin deficiency</td>
</tr>
<tr>
<td>Pregnancy</td>
<td>Dysfibrinogenemia</td>
</tr>
<tr>
<td>Oral contraceptives</td>
<td>Factor V Leiden</td>
</tr>
<tr>
<td>Hormone replacement therapy</td>
<td>Prothrombin G20210A</td>
</tr>
<tr>
<td>Immobilization</td>
<td></td>
</tr>
<tr>
<td>Aging</td>
<td></td>
</tr>
<tr>
<td>Antiphospholipid syndromes</td>
<td></td>
</tr>
<tr>
<td>Hyperhomocysteinemia</td>
<td></td>
</tr>
<tr>
<td>Liver disease</td>
<td></td>
</tr>
<tr>
<td>Sepsis</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2. Types of mutations**

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missense</td>
<td>A base change that results in an amino acid substitution.</td>
</tr>
<tr>
<td>Nonsense</td>
<td>A base change that results in a stop codon, prematurely terminating the protein.</td>
</tr>
<tr>
<td>Insertion</td>
<td>The addition of 1 or more base pairs.</td>
</tr>
<tr>
<td>Deletion</td>
<td>The deletion of 1 or more base pairs.</td>
</tr>
<tr>
<td>Frameshift</td>
<td>The insertion or deletion that is not a multiple of three within the coding sequence that results in a subsequent change to all the following amino acids.</td>
</tr>
</tbody>
</table>
genes have reported a total of 161, 131, 127, and 282 unique genetic changes, respectively. The detection of so many different DNA changes throughout the entire gene(s) is an expensive, time consuming, and labor intensive process. However, since only a single base pair substitution is involved, single nucleotide polymorphisms (SNPs) are ideally suited for molecular testing. The list of SNPs associated with VTE is continually growing (Table 3), but we will focus on three that are among the most commonly tested clinically in thrombophilia: factor V Leiden, prothrombin G20210A, and MTHFR C677T. Other tests clinically available include FXIII Val34Leu, Protein S Heerlen, PAI-1 4G/5G, MTHFR 1298, and platelet GP IIIa Leu33Pro.

**FACTOR V LEIDEN**
The discovery of activated protein C resistance (APCR) by Dahlbäck in 1993, and the subsequent discovery of the Factor V Leiden (FVL) mutation, which causes at least 90% of

<table>
<thead>
<tr>
<th>Table 3. Clinical associations of genetic polymorphisms (Modified from Hooper and De Staercke 2002)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Polymorphism</strong></td>
</tr>
<tr>
<td>Protein C anticoagulant pathway</td>
</tr>
<tr>
<td>Factor V Leiden: G1691A (Arg506Gln)</td>
</tr>
<tr>
<td>Factor V Cambridge: Arg306Thr</td>
</tr>
<tr>
<td>Factor V Hong Kong: Arg306Gly</td>
</tr>
<tr>
<td>Factor V HR2 haplotype</td>
</tr>
<tr>
<td>Thrombomodulin C1481T (Ala455Val)</td>
</tr>
<tr>
<td>Thrombomodulin-33 G to A</td>
</tr>
<tr>
<td>EPCR 23bp insertion in exon 3</td>
</tr>
<tr>
<td>Protein S Heerlen</td>
</tr>
<tr>
<td>Procoagulant Proteins</td>
</tr>
<tr>
<td>Prothrombin G20210A</td>
</tr>
<tr>
<td>Fibrinogen Bcl-1 allele in β chain</td>
</tr>
<tr>
<td>Fibrinogen-148 CtoT in β promoter</td>
</tr>
<tr>
<td>Fibrinogen G448A in β chain</td>
</tr>
<tr>
<td>Fibrinogen Thr312Ala in α chain</td>
</tr>
<tr>
<td>Factor VII Arg353Gln</td>
</tr>
<tr>
<td>Factor VII H7H7</td>
</tr>
<tr>
<td>Factor VII G73A</td>
</tr>
<tr>
<td>Factor XIII A subunit Val34Leu</td>
</tr>
<tr>
<td>Homocysteine metabolism</td>
</tr>
<tr>
<td>Cystathionine β-synthase T833C</td>
</tr>
<tr>
<td>5,10-methylenetetrahydrofolate reductase C677T</td>
</tr>
<tr>
<td>Platelet surface glycoproteins</td>
</tr>
<tr>
<td>GP IIIa Leu33Pro (PL A2 or HPA-1b)</td>
</tr>
<tr>
<td>GP Iba VNTR</td>
</tr>
<tr>
<td>GP Iba C3550T (Thr145Met)</td>
</tr>
<tr>
<td>GP Ia/Ila, a2 A1648G</td>
</tr>
<tr>
<td>Thrombin receptor PAR-1-5061D</td>
</tr>
</tbody>
</table>
APCR, by several groups the following year, revolutionized the molecular diagnosis of thrombophilia.\textsuperscript{12-16} The FVL mutation is a G to A transition at position 1691 in the factor V gene which changes arginine 506 to glutamine. Arginine 506 is a cleavage site for activated protein C (Figure 1). When glutamine is present, activated protein C cannot completely inactivate FVa, causing activated protein C resistance. Present in 15\% to 20\% of patients with VTE and in 2\% to 5\% of the general U.S. population, it is by far the most common genetic factor in inherited thrombophilia.\textsuperscript{17} However, while FVL is common in Caucasian populations, especially those of Western European descent, it is not common in African American and Asian populations.\textsuperscript{18,19} Heterozygosity increases the risk of VTE by three- to eight-fold and homozygosity by 50- to 100-fold.\textsuperscript{20-22}

PROTHROMBIN G20210A
A few years after FVL was reported in 1996, Poort described another single base change associated with VTE, this time in the 3' untranslated region of the prothrombin gene.\textsuperscript{23} The G to A transition at position 20210 results in increased levels of circulating prothrombin and hence an increased potential for thrombin generation. As with FVL, PT G20210A is not common in African American or Asian populations, but is found in the Caucasian population at a frequency of 1\% to 4\%.\textsuperscript{24} Among patients with VTE, the frequency rises to 6\% to 18\% and confers a two- to five-fold increased risk.\textsuperscript{23,25-27} Diagnosis of PT G20210A can only be done using molecular genetic testing.

HYPERHOMOCYSTEINEMIA AND MTHFR C677T
In some individuals, plasma levels of the amino acid homocysteine are abnormally high. Hyperhomocysteinemia has been found to increase thrombotic risk by about two- to four-fold.\textsuperscript{28} It is believed that atherogenic damage occurs when homocysteine binds to LDL and induces the expression of inflammatory chemokines, such as MCP-1 and IL-8. These chemokines

---

**Figure 1. Inactivation of Factor Va by activated protein C (APC)**

1A: 1) APC cleaves factor Va at Arginine 506; 2) APC cleaves factor Va at Arginine 306; 3) Factor Va is now inactivated.

1B: 1) APC cannot cleave factor Va at Glutamine 506; 2) Factor Va remains functional
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The polymerase chain reaction (PCR) is the basis of the majority of genotyping methods. PCR allows short fragments of a relatively small amount of genomic DNA to be amplified into quantities suitable for many different types of analysis in only a few hours. Typically, the target DNA is amplified about a million-fold. DNA extracted from tissue, buccal cells, whole blood of certain patients with low white cell counts, or small volumes of blood can have lower DNA concentrations. PCR is especially useful when testing these types of samples. One common PCR-based assay is restriction fragment length polymorphism (RFLP). Although RFLP has not been around for a long time, it is a proven method. While it is quite labor intensive and perhaps not ideally suited for large sample sizes, it is fairly easy to optimize, reagent costs are low, and standard laboratory equipment is all that is necessary to perform the assay. By fluorescently labeling the fragments, throughput can be increased, multiplexing is made easier, and labor intensity decreased with only a minor raise in reagent costs. The major drawback would be the need to purchase a capillary electrophoresis instrument, e.g., ABI Prism® 3100, or Beckman Coulter CEQ™ 8000. Another popular PCR-based method is allele specific amplification (ASA). In this method, each allele is amplified individually and separated by agarose gel or capillary electrophoresis. Although the optimization and design of ASA assays can be more difficult than RFLP, sample manipulation is decreased and therefore less labor is involved.

Gene sequencing is generally cost-prohibitive for SNP genotyping. However, Pyrosequencing™ provides 50 to 100 base pairs of sequence data in a cost-effective platform with
assays for FVL and MTHFR C677T already available.49,50 While there are benefits to having actual sequence data, such as detecting assay problems or nearby polymorphisms, this method requires specialized instrumentation and several post-PCR manipulations, making it fairly labor intensive.

Many new types of assays for SNP genotyping resulted from the advent of fluorescently labeled probe technologies. If carefully optimized, they afford great flexibility because they can be customized to any target sequence and with different fluorophores. Although each type of probe uses a slightly different mechanism to detect the genetic change, they share a common methodology of measuring fluorescent signals after laser excitation. Specific instrumentation is required to perform these assays, but there are many different instruments available in all price ranges, e.g., ABI Prism® 7900, Roche LightCycler®, Stratagene Mx4000®, and Rotor-Gene 2000™. Even though reagent and instrument costs are higher than some other assays, they hold one very distinct advantage: the PCR and genotyping are done simultaneously in the same tube. This significantly decreases manual manipulations, lowering the labor intensity, improving throughput, and decreasing the chance of sample mix-up. Two commonly used assays for genotyping thrombophilic mutations are the Roche Diagnostics LightCycler® Factor V Leiden Mutation and Prothrombin Mutation Detection Kits and Applied Biosystems’ TaqMan Allelic Discrimination Assays.51-55 The LightCycler® has a smaller capacity compared to ABI Prism® 7900 (32 versus 96 wells), but the run times are 45 minutes and 2 to 3 hours, respectively. One advantage to the Roche system is its ability to discriminate between the mutation of interest and other polymorphisms nearby that are not associated with VTE. As an example, there are three rare polymorphisms, two in the factor V gene and one in the prothrombin gene that can cause genotyping errors. The LightCycler® assays are able to discriminate between the different base changes.56,57 Besides the LightCycler and TaqMan assays, genotyping can also be done using other types of fluorescent probes, such as molecular beacons and Scorpion probes.58,59

For high throughput and multiplexing capabilities, arrays such as Nanogen’s NanoChip® Systems or GenomeLab’s™ SNPStream® Genotyping System, may be a good solution.60-63 Array technology is well-suited to large sample sizes and is very accurate and precise once optimized. Additionally, an allele-specific reagent FVL and PT G20210A multiplex kit has been developed by Nanogen. Mass spectrometry is another robust method capable of high throughput and multiplexing when applied to genotyping. Masscode™ SNP Genotyping Technology from BioServe and MassARRAY from Sequenom are two available options.54,65 Of course, purchasing the specialized instrumentation for these types of assays is a large investment and specialized training is required.

The Luminex® platform has also been utilized for SNP genotyping, taking advantage of its capacity for multiplexing and high throughput using fluorescently labeled microspheres and flow cytometry.66,67 While assays can be custom-designed, kits are available from Tm Bioscience to test FVL alone, multiplexed with PT G20210A, or multiplexed with PT G20210A, MTHFR 677, and MTHFR 1298. Again, special instrumentation is necessary and there are several post-PCR manipulations, but it is a flexible platform, not only for genotyping, but for measurement of proteins as well.

Variations of single base extension (SBE) and oligonucleotide ligation assay (OLA) are additional PCR-based choices.68-71 One non-PCR based option of note is the Invader® assay from Third Wave Technologies.72,73 This assay requires only a plate reader and heat block, inexpensive items found in

Table 4. Methodology comparison

<table>
<thead>
<tr>
<th>Method</th>
<th>Labor intensity</th>
<th>Throughput</th>
<th>Cost</th>
<th>Special instrument needed</th>
<th>ASR reagents</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFLP</td>
<td>Med-High</td>
<td>Low-Med</td>
<td>Low-Med</td>
<td>If fluorescently labeled</td>
<td>No</td>
</tr>
<tr>
<td>ASA</td>
<td>Med-High</td>
<td>Low-Med</td>
<td>Low-Med</td>
<td>If fluorescently labeled</td>
<td>No</td>
</tr>
<tr>
<td>Pyrosequencing</td>
<td>Med</td>
<td>Med</td>
<td>Med</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Probe-based</td>
<td>Low</td>
<td>Med</td>
<td>Med</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Arrays</td>
<td>Med</td>
<td>High</td>
<td>High</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Mass spectrometry</td>
<td>Med</td>
<td>High</td>
<td>Med</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Luminex</td>
<td>Med</td>
<td>High</td>
<td>Med</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Invader</td>
<td>Med</td>
<td>Med</td>
<td>Med</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>
most laboratories, and with an assay set-up similar to that of PCR, technician time is minimal. Several additions and incubations are required before reading the plate. No assay development would be required for FVL, PT 20210, and MTHFR as ASR kits have already been developed.

Obviously, there are many choices for SNP genotyping, including some not mentioned here. As each method has its own advantages and disadvantages in regards to cost, accuracy, and labor intensity, careful evaluation and validation should be performed for each assay under consideration to find the best fit (Table 4). When testing in a clinical setting, using FDA approved or ASR reagents may be worth their additional expense. As always, a comparison of how several methods perform in your own hands is always the best way to make any decisions.

FUTURE DIRECTIONS

Currently, the value of genetic testing is somewhat limited, as the results do not usually change medical treatment and issues regarding privacy, genetic testing, and genetic counseling of unaffected carriers have yet to be resolved. 10, 11 Even though the utility of molecular diagnosis in thrombophilia is somewhat limited at this time, it will surely play a larger role in the future. As gene sequencing continues to become less expensive and labor intensive, candidate gene sequencing of additional proteins involved in hemostasis will continue at a rapid pace, identifying more genetic polymorphisms correlated to an increased risk of VTE. For instance, it has been found that elevated levels of fibrinogen, factor VIII, factor IX, and factor XI are all risk factors for VTE. 12-15 Genetic components for these increases have not yet been identified, but may be in the future.

Another area in which a great deal of research is being done is the effects of inflammation and the immune response on hemostasis. As our comprehension of the roles that they play in thrombosis increases, the molecular diagnosis of thrombophilia will most likely expand to include genes in these pathways and provide new candidates for drug therapies. Genes involved in the metabolism of drugs, such as Cytochrome P450, may also play a central role in the treatment of thrombophilia. Identifying particular genotypes that require higher doses of anticoagulant drugs for appropriate therapeutic effects or genotypes that require lower doses to prevent bleeding complications will be an important step forward in using molecular diagnosis for patient care. 16 Additionally, as the ability to multiplex many SNPs in a cost-effective way using small amounts of sample continues to improve, the understanding of gene-gene interactions will leap forward. A patient’s genetic information will be an important piece in solving the puzzle of thrombophilia.
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LEARNING OBJECTIVES
1. Describe the classification of gene-based amplification methods.
2. State the principles of gene-based amplification methods.
3. Discuss the advantages and disadvantages of gene-based diagnostics.
5. Describe the uses of molecular-based assays in addressing issues related to HIV infection.
6. List three specific molecular methods commonly used to quantify HIV viral load and describe how they differ in principle.
7. Describe molecular methods that can be used to determine viral resistance to anti-retroviral drugs.
8. Define thrombophilia and explain the difference between acquired and inherited forms.
9. Define the terms multigenic and multifactorial.
10. Identify the three most common inherited protein deficiencies associated with venous thrombosis.
11. List three common genetic single nucleotide polymorphisms (SNPs) tested in the diagnosis of inherited thrombosis.
12. Describe the mechanism by which the factor V Leiden mutation affects hemostasis.
13. Describe the effect of the MTHFR C677T mutation on homocysteine metabolism.
14. Explain the purpose of polymerase chain reaction (PCR).
15. Compare and contrast laboratory methods used to identify single nucleotide polymorphisms.

FROM SINGLE CELL GENE-BASED DIAGNOSTICS TO DIAGNOSTIC GENOMICS: CURRENT APPLICATIONS AND FUTURE PERSPECTIVES
1. Select the gene-based amplification method.
   a. Target-based
   b. Probe-based
   c. Signal-based
   d. All of the above

2. Which technique does NOT use a probe-based amplification method?
   a. Real-time PCR
   b. Qβ-replicase
   c. LCR
   d. SDA

3. Which one of the following statements is NOT true?
   a. Strand displacement assay (SDA) resembles a DNA repair process.
   b. PCR mimics jellyfish DNA synthesis.
   c. NASBA resembles retroviral replication.
   d. Qβ-replicase assay imitates bacteriophage replication.

4. Which one of the following statements about the conventional PCR is NOT correct?
   a. Conventional PCR amplifies DNA in an exponential way.
   b. A small variation in DNA templates could lead to a large variation of the amplified final products.
   c. Conventional PCR normally has a limited linear dynamic range of detection.
   d. Final quantity of the amplicons can be used to determine copy number of the DNA template.

5. Which of the following is a fluorescent label currently used as detection marker in molecular diagnostics?
   a. FAM (SYBR Green I)
   b. JOE (VIC)
   c. TAMRA (NED or Cy3)
   d. ROX (Texas Red)
   e. All of the above
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6. Gene-based diagnostic methods have all of the following advantages over serological assays EXCEPT:
   a. high sensitivity and specificity.
   b. no need for specimen cultivation.
   c. low error rate.
   d. diagnosis of HIV infection in newborns.

7. Which one of the following assays potentially has the highest sensitivity?
   a. Real-time PCR
   b. LCM
   c. iPCR
   d. BCA

8. What is MALDI-TOF-MS used for?
   a. Protein isolation in proteomic assay
   b. Protein sequence identification
   c. Formation of protein tertiary structure
   d. DNA extraction

9. Which of the following statements closely describes the potential role of quantum dots in gene-based diagnostics? Qdots potentially have the highest:
   a. Amplification power
   b. Specificity power
   c. Detection power
   d. All of the above

10. Which of the following statements closely describes the nature of BCA?
    a. BCA is a target-based amplification assay
    b. BCA is a probe-based amplification assay
    c. BCA is a signal-based amplification assay
    d. None of the above

MOLECULAR-BASED LABORATORY TESTING AND MONITORING FOR HUMAN IMMUNODEFICIENCY VIRUS INFECTIONS

11. Which of the following is NOT an appropriate use of molecular HIV tests:
    a. Confirming HIV infection in persons who have positive antibody tests
    b. Detection of HIV infection during the serologic window period
    c. Monitoring viral load for prognostic purposes
    d. Monitoring the effectiveness of anti-retroviral therapy

12. How many days can a molecular method detect HIV infection earlier than antibody tests?
    a. 3 days
    b. 5 days
    c. 10 days
    d. 60 days

13. Which of the following molecular methods relies on signal amplification:
    a. RT-PCR
    b. bDNA
    c. NASBA
    d. PCR

14. HIV viral load peaks early during infection to levels of about:
    a. 500 copies/mL
    b. 10,000 copies/mL
    c. 1 million copies/mL
    d. 1 billion copies/mL

15. Most of the molecular assays for HIV have a lower range of detection of:
    a. 50 copies/mL.
    b. 1,000 copies/mL.
    c. 2,000 copies/mL.
    d. 5,000 copies/mL.

16. Which of the following methods does NOT rely on isothermal amplification?
    a. NASBA
    b. TMA
    c. RT-PCR
    d. bDNA

17. Which of the following is often used to determine mutations associated with anti-retroviral drugs?
    a. TMA
    b. NASBA
    c. bDNA
    d. Genotyping

18. DNA PCR is usually used to:
    a. detect HIV infection in newborns.
    b. detect viral resistance.
    c. detect DNA in serum samples.
    d. stage HIV infection.
19. In clinical laboratories, amplicons, generated from amplification methods, are usually detected by:
   a. colorimetric or chemiluminescent methods.
   b. gel electrophoresis.
   c. radioisotopes.
   d. Southern blotting.

20. Which of the following methods for determining gene mutations is the most expensive and has the longest turn around time for results?
   a. Genotyping
   b. Phenotyping
   c. Virtual genotyping

MOLECULAR DIAGNOSTICS OF INHERITED THROMBOSIS

21. Thrombophilia is defined as:
   a. a tendency towards bleeding.
   b. a shift in hemostasis towards an increased predisposition for thrombosis.
   c. an equal balance between the prothrombotic and antithrombotic components of hemostasis.
   d. a protein deficiency.

22. A multigenic disease is one that:
   a. has many different symptoms.
   b. is caused by both environmental and genetic factors.
   c. can be caused by genetic variations in more than one gene.
   d. creates new genetic changes in an individual.

23. Which type of thrombophilia is due to environmental factors such as hormone replacement therapy or surgery?
   a. Acquired
   b. Inherited
   c. Neither of the above
   d. Both of the above

24. The three most common inherited protein deficiencies associated with VTE are:
   a. factor VIII, factor IX, and factor VII.
   b. protein C, protein S, and fibrinogen.
   c. cystathionine-β-synthase, methylenetetrahydrofolate reductase, and methionine synthase.
   d. factor V, prothrombin, and factor XIII.

25. FVL, PT G20210A, and MTHFR C677T are:
   a. protein deficiencies associated with VTE.
   b. three SNPs commonly tested in inherited thrombophilia.
   c. methods used in molecular testing.
   d. acquired causes of thrombophilia.

26. The FVL polymorphism causes __________ because it alters a protein C cleavage site, not allowing factor Va to be inactivated.
   a. hyperhomocysteinemia
   b. activated protein C resistance
   c. acquired thrombophilia
   d. abnormal fibrinogen cross-linking

27. When the MTHFR C677T variant is present, enzyme activity is __________, causing an __________ in plasma homocysteine levels.
   a. increased; increase
   b. increased; decrease
   c. decreased; increase
   d. decreased; decrease

28. PCR is a molecular method used to:
   a. measure the amount of a protein.
   b. measure the function of a protein.
   c. link small pieces of DNA together into larger fragments.
   d. create many copies of a short fragment of DNA for further analysis.

29. Which one of the following molecular methods would be ideally suited to very large sample sizes where high throughput is needed?
   a. ASA
   b. Probe-based
   c. Luminex
   d. RFLP
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